Biostatistics 515, Winter 2004

Homework 3 solutions

1. 
      (a)  well done
(b) β2.hat can be interpreted as the expected change in patient’s satisfaction decreases by 0.67 for one unit increase in severity of illness given that patient’s age and anxiety level are constant.

(c) There are many hypothesis testing questions in this hw, I will give a complete solution for this one but only partial solutions for others.
      H0: β1  =  β2  = β3  = 0  

    
H1:  at least one of β1, β2 or β3 is not equal to 0

                   OR say βj  ≠ 0 for at least one j =1,2,3

Note this is not equal to say β1  =  β2  = β3  ≠ 0  for H1
Under  H0,
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Reject H0 if 
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Here we have 
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We reject the null hypothesis at α = 0.10 significant level and conclude that at least one of β1, β2 or β3 is not equal to 0. Alternatively, we could reject the null hypothesis based on p-value = 0.000075 << 0.10.
(d) 90% simultaneous confidence intervals using Bonferroni method. Note here you should use α/6 not α/8.
 parameter        point est.
 low.        Upp. 
      β1                    -1.21 
-1.90  
   -0.52  
      β2                  -0.67             -2.55 
    1.22  
      β3                  -8.61
           -36.70 
  19.47
Interpretation:  if we repeated the experiment many times under the same circumstances we would expect the true β1, β2 and β3 values are all within their respective confidence intervals (see above) at least 90% of the times.
(e) 90% confidence interval for estimate of mean satisfaction is (63.92, 79.28).
Interpretation: if we repeated the experiment many times under the same circumstances we would expect the average satisfaction for a patient of age 35 years, with illness of severity 45 and anxiety level of 2.2 to lie within (63.92,79.28) approximately 90% of the time.
(f) The ANOVA table should be in the order of  X2, X1 and X3 not X1, X2 and X3.
(g)   H0: β3  = 0 
       H1:  β3 ≠ 0 

       F0= 52.4/(2011.6/19) = 0.4951  << F 1,19,0.975 = 5.9216
(h)    H0: β2  = 0  and β3  = 0  

    H1:  at least one of β2 or β3 is not equal to 0

F0= (402.8+52.4)/2 /(2011.6/19) = 2.1497  << F 2,19,0.975 = 4.5075
(i)  H0: β1  = -1.0  and β2  = 0  

    H1:  β1 ≠ -1.0  or β2  ≠ 0  

So H0: Tβ  = c
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where

T

        

F0 =0.660864  << F 2,19,0.975 = 4.5075
2. see the answer in the book
3. ch8.12
(a)  well done
(b) 95% CI for patient who, at baseline, has a refractive error of -8.00D and a corneal curvature of 44D.

 
point est.      lwr      upr

 4.995        4.205   5.786
(c) Comments: the model explains about 20% of the variation in the change in refractive error. The ability of this model to use baseline refractive error and corneal curvature to predict the change in refractive error is limited.
4. ch11.8

(a) well done. Either t-test or partial F-test could test whether interaction term X1X2 is significant.
(b) Since the interaction term X1X2 is not significant it is appropriate to assess confounding. If there had been an interaction effect, we would consider X2 an effect modifier for the relationship between X1 and Y. 
(c) Since there is no interaction, we could consider the evidence regarding X2 as a confounder for the relationship between X1 and Y by comparing β1.hat for the models with (full) and without (reduced) X2. Removing X2 does not dramatically change the estimate of β1 (-0.292 to -0.299), so we conclude that X2 is not a confounder of the relationship between X1 and Y.
(d) Same reasoning for X1. We conclude that X1 is not a confounder of the relationship between X2 and Y.

(e) (Thank Betsy!) We ruled out the interaction between X1 and X2, and that either predictor is a confounder for the other’s relationship with the outcome. Now we need to assess inclusion of X1 and X2 in terms of precision. We see that the standard error for the β1 term went from 0.095 in the reduced model to 0.092 in the full model, so the precision is about the same with or without X2 in the model.  Similarly, the precision is about the same with the addition of X1 to the model (the s.e for β2 term went from 0.125 in the reduced to 0.115 in the full). So adding either variable did not improve precision much. Therefore, there is no statistical reason to include or exclude the other covariate. Our decision could be made based on scientific reasons.
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