Biostatistics 515, Winter 2004 

Homework 5 solutions/comments

1. Model selection based on AIC criteria. 

We simulated a sample of size100, and both y and xi, for i = 1,…,20, are simulated independently from normal distributions. For stepwise, backward or forward selection, we would choose model that leads to the largest reduction in AIC.  
--- stepwise 

In each step, the decision of removing or deleting one predictor is based on the largest reduction in AIC.  If starts with full model
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, depending on your data, the final model may or may not be the same as the final model that starts with empty model (intercept only). 
--- backward

starts with full model, each step eliminates one predictor until reaches the model which has the smallest AIC. After the predictor is removed from the model, it can not be added back.
--- forward

starts with empty model (intercept only), each step adds one predictor until reaches the model which has the smallest AIC. After the predictor is added to the model, it can not be eliminated from the model.

Comments on final models:
We know that y is independent from all 20 predictors (that is how we simulated data), so we would expect that there is no linear relationship between y and all predictors (y~1+ error). However, no matter how you choose means and variances for y and xi, these model selection methods will give you erroneous models though the final models may or may not be the same. We could also fit a linear model with the predictors selected by these methods and check how the models fit the data by looking at R^2 and F-test.  
In summary, these techniques can be very misleading like we experienced in this assignment. “They should NEVER replace careful scientific thought and consideration in model building.”
Note: only saying these three model selection procedures give same (or different) final models is far from sufficient.  

2. Assuming the regression model:
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where x is the log(NOx), and tj is the j th knot for j = 1, …, k

The range of log(NOx) is from 0 to 5.8, so for equally spaced knots, I would use knots=c(2,4) given the number of knots equal to 2 or knots=c(1.5,3,4.5) given the number of knots equal to 3. Alternatively I could use quantiles of log(NOx) as the knots, for the number of knots equal to 2 or 3, I used 30% and 60% quantiles or 25%, 50% and 75% quantiles respectively. The plot of the fitted values of Mortality over the scatterplot of log(NOx) vs Mortality is given below. We can see all four cubic B splines almost overlap each other and hard to distinguish. However the cubic B splines are quite different from the linear regression line, especially at both ends.
Regardless number of knots (2 or 3) and how to choose knots, all the F tests showed the log(NOx) is a significant predictor for Mortality at significant level = 0.05 (all p-values < 0.05). This is consistent with simple linear model (p-value = 0.0221). 

      H0: β01  =  β02  = β03  = βj = 0  for j =1…k
    
H1:  at least one of β01, β02, β03 or βj is not equal to 0

   


     Num knots F-stat   numdf dendf p-val     

Equally spaced knots    2

3.84     5    54   0.0047

  3

3.15     6    53   0.0102

quantile knots

  2

3.85     5    54   0.0047

  3

3.17     6    53   0.0100

simple linear model 
  -

5.53     1    58   0.0221
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