Biostatistics 515, Winter 2004 

Homework 6 solutions/comments

1. Harrell ch10.1
a. well done! 
b~e.  We fit the following four models with logistic regression with male coded as 1 and female 0.
model 1: 
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model 2: 
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model 3: 
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model 4: 
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Analysis of Deviance Table for 4 models

mod  Resid. Df   Resid. Dev   Df Deviance

1        37       38.917            

2        36       36.321      1    2.596

3        36       38.487      0   -2.166

4        35       35.764      1    2.722

b. To test logit response is linear in age, we are comparing model 1 vs model 2.

H0:  β3  = 0     vs   H1:  β3 ≠ 0 

LR = -2logL(mod1) –[-2logL(mod2)] = 38.917-36.321 = 2.596 < 3.84 = 
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So, we fail to reject the null hypothesis at α = 0.05 significant level and conclude that model 1 is adequate. 

c. To test there is no interaction between age and sex, we are comparing model 1 and model 3. 

 

H0:  β3  = 0     vs   H1:  β3 ≠ 0 

Wald test:   W = (β3.hat -0)^2/se(β3.hat)^2 = -0.0819^2/0.1259^2 =  0.424 < 3.84 = 
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Alternatively we could use LRT which is very similar to the Wald test.
LR = -2logL(mod1) –[-2logL(mod3)] = 38.917-38.487 = 0.430 < 3.84 = 
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So, we fail to reject the null hypothesis at α = 0.05 significant level and conclude that model 1 is adequate. 

Interpretation for all the parameters in model 3: 
model 3: 
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● exp(β0)--- is the odds of response for a female at age zero, which is not very meaningful.
● exp(β1)--- is the odds ratio for response for one year increase in age given you are female.
● exp(β1+β3)--- is the odds ratio for response for one year increase in age given you are male.
● exp(β2)--- is the odds ratio for response for males versus females at age zero.
● exp(β3)--- is the ratio of the odds ratio for response in males given one year increase in age versus in females given one year increase in age. In other words, 
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d. Note in R, fitted(glm.object) will give you Pr(Y=1), which is πi. However, we need to plot logit response, which is logit(πi) or say log odds, so we should use “predict(glm.object)” instead. 
Once again, read question carefully and understand what R is giving you. 
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e. This time we are comparing model 1 and model 4.  

H0:  β3  = β4  = 0  

    

H1:  at least one of β3 or β4 is not equal to 0

LR = -2logL(mod1) –[-2logL(mod4)] = 38.917-35.764 = 3.152 <5.99 = 
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So, we fail to reject the null hypothesis at α = 0.05 significant level and conclude that model 1 is adequate. 
f. To assess linearity in age, I recode age into dummy variables. Age ranges from 34 to 70 years, and I choose number of intervals equal to 5, so the intervals are (34, 41.2], (41.2,48.4] , (48.4,55.6] , (55.6,62.8] , (62.8,70]. Then testing linearity in age becomes comparing model 5 and model 1 (with age as continuous variable). Notice here the first age interval is the reference level.
model 5: 
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H0:  β2  = 1/2β3  = 1/3β4  = 1/4β5 
    

H1:  they are not all equal
LR = -2logL(mod1) –[-2logL(mod5)] = 38.917-36.639 = 2.278 < 7.815 = 
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So, we fail to reject the null hypothesis at α = 0.05 significant level and conclude that model 1 is adequate.  If you are not so sure about df for your chi-square test, the fourth column in Analysis of Deviance Table down below will give you df equal to 3. 
Analysis of Deviance Table

Model 1: response ~ sex + age

Model 5: response ~ sex + factor(newage)

  Resid. Df Resid. Dev Df Deviance

1        37     38.917            

2        34     36.639  3    2.278

2. Harrell ch10.2
a. logit(Y=1) = -1.36-0.04+0.07*|90-110|-0.1*50+0.002*50^2 = 0
    odd(Y=1) = exp(0) = 1
    Pr(Y=1) = odd/(1+odd)= 1/2 = 0.5
b. OR(African American/white)  =  exp(0.03) = 1.03

    OR(Hispanic/white)  =  exp(-0.04) = 0.96

    OR(oriental/white)  =  exp(0.05) = 1.05

    OR(other/white)  =  exp(-0.06) = 0.94

We can estimate the relative effect of race for all types of subjects without specifying their characteristics because race has additive effect in the logit model and there is no interaction between race and any other predictors, therefore all other predictors are cancelled out when computing odds ratio for nonwhite versus white.

c. OR(BP=120/105) = exp(5*0.07)= 1.42
this odd ratio is the same for age at 30 year or at 40 years (regardless age). 
d. same as above in c.

This relative effect is meaningful without knowing other predictors because blood pressure has additive effect in the logit model and there is no interaction between blood pressure and any other predictors, therefore all other predictors are cancelled out when computing odds ratio for changing in blood pressure.

e. The estimated risk difference in changing blood pressure from 105 mmHg to 120 mmHg for a white female is 0.0358 for age = 30 years, 0.0478 for age = 40 years.
The estimated risk difference does depend on age because the risk (probability of event) is not linear in all the predictors. In other words, logit(πi) = X β in matrix notation, where β is the vector of all parameters and X is the matrix of predictors, so πi = exp(X β)/(1+exp( X β)), which is not linear in X.
f. OR(male/female) = exp(0.3+0.05*50-0.003*50^2) = 0.0091

g. OR(female/male) = 1/ OR(male/female) = 109.95
h.  odd ratio for male if age increases from 50 to 55:

logit(age=55 male) - logit(age=50 male)  = -0.1*55+0.002*55^2+0.05*55-0.003*55^2- (-0.1*50+0.002*50^2+0.05*50-0.003*50^2) =  -0.775
OR(age=50/55 male) = exp(-0.775) = 0.461
odd ratio for female if age increases from 50 to 55:

logit(age=55 female) - logit(age=50 female)  = -0.1*55+0.002*55^2- (-0.1*50+0.002*50^2) =  0.55

OR(age=50/55)  = exp(0.55) = 1.733
The question “What is the relative effect of changing age by one year?” is invalid because:

i). this fitted model is quadratic in age, instead of linearity in age, so log odd of event for one year change in age will depend on baseline age. In other words, suppose the model is  
logit(πi)  = a0+a1*age +a2*age^2

given age increasing from c to c+1, 

OR = exp{a0+a1*(c+1) +a2*(c+1)^2 – (a0+a1*c +a2*c^2)}
      = exp(a1+a2*(2c+1))

so we can see that OR depends on baseline age c. Once more, it demonstrates why linear model (in logit scale here ) is convenient.
ii). age interacts with sex so the effect of one year change in age differs for males and females, so it is impossible to give a sex independent answer.  

3. Flu shot
a.
Coefficients:

            Estimate Std. Error z value Pr(>|z|)  

(Intercept) 26.75944   23.43727   1.142   0.2536  

age         -0.88151    0.54477  -1.618   0.1056  

awar        -0.82239    0.49928  -1.647   0.0995 .

age:awar     0.02365    0.01188   1.990   0.0466 *
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b. exp(β1.hat) =0.414
No, it does not have a simple interpretation because of interaction between age and health awareness.
c. Odd(Y=1 |age=55, awar=60) = exp(
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Pr(Y=1 |age=55, awar=60) = odd/(1+odd) = 0.999
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