Biost/Stat 533
Spring 2008

Homework Assignment #7

1. (a) Argue that if a matrix A has rank ¢ then A(X’'X)~ A’ is invertible.

COMMENT: Here are two proposed solutions, followed by a heuristic argument. Since this problem
turned out to be a lot harder than anticipated, it was graded based on “effort” rather than correctness.

Solution: Let r be the rank of X € R"*P. Without loss of generality, we can assume that X = (X7, X3)
where X; € R™" consists of r linearly independent columns and X, € R"*(P~"). We have a generalized
inverse

(X'X)" = [ (Xpélﬂ 8 ] .

Let A = [A}, Ag] € RI*P where A; € R9*" and Ay € R7*(P=7) Then we have
S ar (X1X1)"t o Al
A = Ly [ ST 0T A
= Ay(X{Xy) AL

Note that (X]X;)~! is positive definite. Note also that if ¢ < r, A; is of full rank. In this case,
Ap(X] X)L A] is positive definite and hence A(X’'X)~A’ is invertible. Since H : A3 = 0 is testable,
there exists some matrix M such that A = MX. Thus, using the projection matrix P we can view
AX'X) A = MX)AX'X)" A (MX) = MPM’. Since P is unique, the choice of (X’'X)~ above does
not affect our argument. Furthermore, the rank of A = M X is ¢ and this is less than or equal to the rank
of X so that ¢ < r. This completes the proof.

Another Solution (from Last Year): Since A has rank ¢ then each row of A corresponds to an
estimable function of 8. Thus A = M X for some M(q x n) of rank ¢q. Suppose X has rank r > ¢q. Then

AX'X)"A=MXX'X)"X'M' = MPM’
where P is a projection matrix or rank r. Also,
MPM' = MPP'M' = (MP)(MP)" = rank(A(X'X)~ A) = rank(M P)

Finally,

rank(M P) = rank(M X (X' X)~ X') = rank(M X) = rank(A) = q.



(I am not sure if the equality holds in rank(M X (X'X)~ X') = rank(M X). It seems to me that equality
should be replaced with “<.”)
Thus since A(X'X)~ A is a ¢ X ¢ matrix of full rank, it is invertible.

Heuristically, note A(X’'X) — A’ is proportional to the covariance matrix for A3. Since the rows of A are
linearly independent, A(X’X)~ A’ should be a non-singular covariance matrix.

(b) Show the result on page 8 of Lecture 13 that if A has rank ¢ then

E[RSSy — RSS] = o?q + (AB)[A(X'X)~ A1 (AB)
Solution: From theorem 13.2.1, we know

RSSy — RSS = (AB)'[A(X'X)~ A']"1(AB)
and noting that
E[AB) = AB=p
Var[A] = AVar[flA' = c?AX'X)"A=%

we can apply the results about expectations of quadratic forms from Lecture 3:

E[(AB)[AX'X)" A1 AB)] = w([AX'X)"ATT'E) + W/ [AXX)” A
= (e [AX'X)TATTTAX'X)T A) + (AB) [AX'X)~ A7 (Ap)
= tr(lgxq) + (A0) [AX'X)” A7 (AB)

= 0%+ (AB)[AX'X)” A7 (4B)

2. Let
Yi = +02+¢6
Yo = 2046
Y3 = —01+02+¢e3

where €; ~iq N(0,60%),i = 1,2, 3. Derive an F-statistic for testing the hypothesis H : §; = 20s.

Solution: The model can be written in matrix form as:

Y] 1 1 9 €1
Y, | = 0 2 (1>+ &2 | =Y =XB+¢



and thus the hypothesis H is equivalent to H : a’8 = 0 where a = (1 — 2)’. The least squares estimate
of 3 is

rvv—1viy [ /20 Y, —Ys B Yi—Ys
(X'X) XY-( 0 1/6 Vi +2Ya+Ys ) T Y1+2§/2+y3

and hence

4Y142Y5—2Y3
}A/ _ Y, +29/2 +Y3
- 3
—2Y14+2Y5+4Y3
6

Thus the unrestricted sum of squares is

. N 1 1 1
RSS = (Y =Y)(Y =Y) = Zo(2V1 =2V +2V5)" 4 5(=V1 + Y5 — ¥5)? + 22 (213 — 2V + 2V5)°
1 2 (_1)2 2 1 2
= oM —Ye+ ¥y 4 (V1 = Vo + Y3)" + (V1 = V2 £ V3)
1
= si-Tt Y;)%
Now we compute the difference of the sum of squares
RSSy —RSS = (dB)[a(X'X)" a7 (d'B)

(B —262) (g) (B — 232)

-~ (&) -2

Therefore the F-statistic is

RSSy — RSS/1 (&) (b1 —2/)?
RSS/(3-2)  L(v1 — Yy +Y3)2

1
3

Note that there is a typo in the solution given in Seber and Lee. They claim that

RSS = 8% =Y? + Y7 + Y} =203 =653

“_»

The “=" signs above should be
some simplification:

signs. Then the solutions are equivalent, which can be seen after



Y2 - Y3+ 2NY;

Y2+ Y2+ Y - 267 — 633 YE+YE+YE+ —

2
LY YR -V - AVIY, - 2V1Y — 4YhYh
6
1
= 6[61’12 +6Y3 +6YF — 3Y? — 3YF +6Y1Y3

YR 4Y] - YE — ANYY: — 2V1Y3 — 4YaY3)

1
= 6[21/12 +2Y5 +2Y7 — 4Y1Ys + 4Y1Y; — 4Y5Y3)

1
= g(Yl—Yz-l-Y?JQ

3. Given the two regression lines

Ykizﬁkxi'i'eki; k:1;27 i:l,...,n

show that the F'-statistic for testing H : #; = (2 can be put in the form

_ (BB
SR S

Obtain RSS and RSSy and verify that

1 A A
RSSy — RSS = 5 fo(ﬁl — B2)2.

Solution: The model can be written in matrix form as

X1 O
x, O

Yonx1) = 0 (g;>+€=Xﬂ+€
0 =z,

and the hypothesis is equivalent to H : a8 = 0 where a = (1 —1).

2 —1 1 O
rv—1 [ 2. 0 _ > a?
x) = ( 0 ai ) B ( 0 lez )

thus



: 2o Tiyi
0 2196? >0 Til2i ZZIT?

and therefore the unrestricted sum of squares is

RSS = (Y —XB)(Y = XB) = [(yri — zif1)* + (y2i — i)’

%

> i + 3 — 2yniwif — 2ynixiBa + 7 (B7 + 53]

%

Now under H, the model is
x1

xT

Y = o Brax1) T €

Ln

and the least squares estimate is

5 2 imi(yn Fy2a) Bl ‘|’B2
" 23547 B 2

Therefore the restricted sum of squares is

RSSy = > (yni —wi(Br + £2)/2)* + (y2i — wi(Br + 2) /2)°]
= Z[yfl + Y — yui (B + Bo) — yauwi(Br + Ba) + &7 (B1 + B2)* /2]

Hence,

RSS — RSSy = 262+ 62) — 2yrizif — 2y2iwife + yrizi(By + Bo) + yaiwi(Br + o) — 22 (B + o) /2}

251 +33252 - 33251/2 - 33252/2 —Z; 5152}

e
> (s
- %Z{ 5%+ 5% -2} = 5 3wt -



So combining these results we have

[ RSSy — RSS (B1 — B2)?
= RSSIn 1) 28R, )]

Note that here S? = RSS/(n — p), not the sample variance.

4. A series of n+1 observaions Y;(: = 1,2,...,n+1) are taken from a normal distribution with unknown
variance o2. After the first n observations it is suspected that there is a sudden change in the mean of the
distribution. Derive a test statistic for testing the hypothesis that the (n + 1) observation has the same
mean as the previous observations.

Solution: The linear model is

Yi 10

€1
_ | [ H1 ] i :
Y, 10 K2 o
Y1 0 1 ot

orY = Xf@+e. Let A=[1,—1]. Note that H : A5 = 0 is testable and the rank of A is 1. The least squares
estimate of B is B = (% S YY) = (Ya, Yagr). Also,

RSSy — RSS = (AB)(AX'X)"1A)"1)(45)
= (Vo — Yau)(Adiag(n, 1)4) 1 (Vs - Yay)
= (Yo YA+ 1/n)"YY, — Yni1)

n P

_ o 2
- n+ 1 (Yn YnJrl)
and
RSS = Y'Y - B3X'Xp
n—+1 R R
= SV, - jdiag(n, 1)3
i=1
n+1

=1

n

= ) vi- nY,’
=1

Il
=5
|
=
n
[



Thus the test statistic is

(RSSy — RSS)/1 (Yo — Yny1)?

F = Resim+1=2 ~ 20 +1/n)’

which is distributed as F distribution with degrees of freedom 1 and n — 1 under the null hypothesis.

5. Prove the result on the page 6 of Lecture 14 that —5(RSSy — RSS) has non-central chisquared
distribution with noncentrality parameter A = 2> p'(Po — P,) .

Solution: Note that RSSy — RSS =Y'(Po— P,)Y and that P, — P, = P, is the projection matrix
by the lemma on page 8 of the Lecture note 13. Since Y ~ N (u, 0%I), the claim follows by the Theorem on
page 6 of the Lecture note 6.



