Biost/Stat 533
Spring 2008

Homework Assignment #38

1. Let Y; = B + i + €; where ¢; are iid N(0,02). Assume T = 0. Derive an F-statistic for testing H:
Bo = Pu1-

Solution: The linear model Y = X 3 + € is given by

Y; 1 €1
Y, 1z B €2
: I [ B2 ] :
Y, 1 z, €n

We assume that some of z; is not zero so that fitting to this linear model has a practical sense. Then by the
constraint * = 0 implies that the design matrix X is of full rank. We compute

wxr = ([ g3 ]) (00 2= ]) [0 veel

Thus, the least squares estimate B of 3 is given by
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where YV,, = Y. Y;/n.
Let A = (1,—1). Note that the null hypothesis H is equivalent to the hypothesis H : A3 = 0 and that
rank of A is 1. It is easy to see that this hypothesis is testable (why?). We have

RSSy — RSS = (AB)(A(X' XA’) H-1(AB)
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Finally, the F-statistic is

(RSSy — RSS)/1
RSS/(n —2)
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which is distributed as F' distribution with degrees of freedom 1 and n — 2. When we say “without loss
of generality T = 0, we typically mean to reparametrize the linear model as Y; = [y + fiz; + ¢, =
(Bo + 1T) + Pi(z; — @) + €, = v + 1w + € where vg = fo + 51T and v, = 1. In this case the hy-
pothesis Gy = 31 is different from the hypothesis v9 = 1.
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2. Suppose the postulated regression model is
E(Y) = fo+ bz
when, in fact, the true model is
E(Y) - 60 + 61.% + 62.%2 + 63.%3.
(a) If we have observations at x = —3, —2, —1,0, 1,2, 3 and fit the postulated model, what bias will be intro-

duced to those estimates?
(b) Answer the same question if the true and postulated models are reversed.



Solution: (a) The true model Y = X3 + Zn + € is given by
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Thus, the bias is given by
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(b) Now suppose the true model is
ElY]=Xp

yet the postulated model is
ElY|=XpB+Zn
Note that R(X) C R([X, Z]), therefore § is unbiased.

3. Consider a randomized clinical trial for the effect of a treatment on some positive continuous trait (blood
pressure, cholesterol level, body weight...). z is the pre-treatment value of the trait and y is the post-
treatment value. z denote assignment to the active treatment (z = 1) or placebo (x = 0).

Suppose that in truth the effect of treatment is linear on the relative change in the trait. The true model
is

(yi — zi)/2i = a0 + xi + €

(a) Write the true model in matrix notation (assume subjects are randomized equally to treatment and



placebo).
Suppose that the data are modeled using absolute change:

Yi — 2 = Po + Pra; + Bozi + €

(b) Write the model for absolute change in matrix notation and then show the least squares estimator of (;
has expectation E[3] = Za;.
(c) Would testing the hypothesis H : 51 = 0 be a valid test for a treatment effect? Explain.

(d) Suppose that one tested H : 81 = 0 with a Wald test, i.e., one use the statistic T = Bl/ var (Bl) Would
the test be conservative? Anticonservative? Explain.

Solution: (a) In matrix notation

DI'Y-2)=[1, X ] [ O‘O]+e

aq
where D, € R"*" is a diagonal matrix with the ith elements equal to z;, Y € R = (y1,...,9,)7, Z €
R = (z1,...,2,)7, 1, e R = (1,..., DT, X e R = (21,...,2,)T, and € € R"! = (e1,...,¢,)T.

Note X denotes the vector of randomization assignments to treatment (1) or placebo (0) so that half of the
entries are 0 and the other half are 1. Thus,

X'X~2
5"
(b) In matrix notation,
fo
Y-2)=[1, Z X ]| B | +e
B

Let W = [ 1, 2 ] so that we partition the design matrix to [ w X ] It can be shown that the least
squares estimator for Bl is

B=(X'MX) ' X' MY - 2)
where M is the projection onto the orthogonal compliment of the column space of W, i.e.,

M=I-WWWwW)  "w.

To simplify the algebra, we construct a vector .S so that s; = z; if x; =1, and s; = -1 if z; = 0.
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S is simply another representation of treatment assignment, yet it has some nice properties because of the
equal randomization scheme:

S'1~0
S'Z~0
S'W 0
S'M =0
and
S'MS~S'S=~n
We calculate the estimator of Bl,

El] = E[(X’MX)”X’M(Y—X)}

= E (1+S)’M(1+S)] 1 B (1+S)’M] E[Y — Z]
= 2[UM1+1MS+SM1+S5ML+58MS| "' [1'M+5M](aoZ + a1 D.X)
Notice that
M =0
since M is the projection onto the orthogonal space of R([1, Z]). Hence
Blp] ~ 208'8] " [$'] (007 + 01D X)
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(¢) Under H; : a; = 0 (true model), there is no treatment effect. Under this null hypothesis,
E[Bl] a1z = 0
Therefore testing H: B; = 0 is equivalent to testing H: a1 = 0 if we use Bl. This is a valid test for testing
H: a; =0.
(d) Let V' be the design matrix fitting postulated model, i.e.
V = [ 1n><1 Zn><1 Xn><1 ]
Therefore
V'V)y' = [X'MX]”
4[14+85)'M(1+95)]
= 4[9'95)"
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and

wr(h) = (V'V) lwar(y - 2)
= (V’V)”R—SS
p—
4RSS
- En—p

Here RSS is the residual sum of squares from the postulated model. We can further calculate its expectation.
P is the projection matrix fitting the postulated model, i.e., P =V (V'V)~1V’

E[RSS] = E[Y —2)(I - P)(Y - 2)]
= tr{(I-P)o*DZ} + (E[Y - Z])' (I - P)(E[Y - 2))
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Here 02 = var(e;). Note vi(V’V) v} is the diagonal term of projection matrix P when fitting the postulated
model. Denote P;; = v;(V'V) 1w W have

S

n

S Pi=> w(V'V) i =n
=1 =1

Hence
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On the other hand, if we fit the true model, we will get the true variance of é&;

var(do,é1) = ([1 X ]'[1 X )
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n/2 n/2
so
var(&l):%

M compared to the variance of &;. And from part (b), the

So the variance of 3 is inflated by -

expectation of 61 is a1Z. Combining these two results, if anizP > z, T will be smaller than it should
be. Hence the test based on T" will be conservative.
If i1 #2 P

Y < % T will be larger than it should be. Hence the test based on T" will be anti-conservative.



4. Let the true and fitted model be reversed from the question 4. Find E[d4].

Solution: Suppose the true model is “absolute change,” yet the postulated model is “relative change.”
Fitting the OLS by postulated model gives

= (XM X)  X'MyDIN(Y - 2)

where My = I — 1(11)~11".

n
X'M, X ~ n
and
1 1
X'M, =X —-1=2=8
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where S is the row vector with i*" element 1 if z; = 1, - 1 if 2; = 0. The estimator has expected value

Elai] = (X'My X) 'X'MyD; (160 + XB1 + Z2)
) (1/2)SD7" (160 + Xy + Zf2)
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Since by randomization we have

SD;'1=0
and

SD;'Z =0
Moreover,

Gp-lx a izt P
2

Hence



