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Review

» Analysis of neuroimage data is important to mental health

» fMRI data: 4-D array (tensor) with spatial and temporal
correlation

» Current methods reduce the dimensions of the data, ignoring
the correlation

» New Method: Extend GLM to use fMRI image as one
covariate observation in regression model
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Special Case: Matrix Covariates

v

Outcome Y; ~ univariate exponential family

v

Vector covariate: z;

» Matrix covariate: X; (p x q)

» Link function:
.
B11 Xi11  Xi12 - Xiig| |B21
T P12 Xi21 X2t Xiag| | P22
glpi)=a+~'zi+ | . . . . .
B1p Xipl  Xip2 ** Xipg| |B2q
———

1xp p Xq qx1



Tensor Math

» Order: the number of indices need to describe the tensor

» Kronecker Product: Ais mx p, Bis n x g:
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am1B amoB -+ ap,B

» Khatri-Rao Product: Ais m x p, Biis n x p:

Ao an><p = [a-l @by ‘ap @ bp]



Rank-R Decomposition

» If Xis an | x J x K (order 3) tensor and A;xgr, B xr, Ckxr
are matrices then X = [A, B, C] means

» If Xisan /; x ... x Ip (order D) tensor, then the rank-R
decomposition is

R
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Mode-d Matricization

» Denoted X
» Xisan / x Jx K (order 3) tensor then X(1:
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» In general, we “spread out” the tensor, keeping the d*"
dimension, to get a matrix



Special Case: Matrix Covariates

Recall:
> X;is a p X g matrix
» 8] isalx p vector

» B is a g x 1 vector

glui) =a+ ’}/Tzi + Birxi62
=a+ ’yTZi + (L2 O ﬂl)TveC(Xi)
=a+7"Zi+ (B ® B1), vec(X;))

where (82 ® 51) is a pg x 1 vector, (-) is the inner product, and
vec(X;) is a vector made from X;



Rank-R Generalized Linear Tensor Regression

v

Outcome: Y} ~ univariate exponential family

» Vector covariate: z;

v

Tensor covariate: X; (Order D: /1 x ... X Ip)

v

Assume tensor B has a rank-R decomposition
[Bi,...,Bp]

where By is Iy X R matrix

Link function:

v

g(ui) =a+7"zi+ ((Bp ®...® B1)lg,vec(X;))



Rank-R Generalized Linear Tensor Regression

» X; OrderD: h x...x Ip
> B:[[Bl,...,BD]]
» By is Iy X R matrix

g(ni)=a+7"z+((Bp ®...® B1)lg,vec(X;))
=a+7"zi+ (Bg,Xi@)(Bp ® ... ©Bg11 ®By_1 ®

...®By))



Parameter Estimation

» Maximum Likelihood Estimation
» Estimation Algorithm
@ Set B9 =0 & estimate &9, 4(0)
® Set o = a1 4 =411 & for each By:
> Set B, =B\", k < d
» Set B, =B!"™V k>d
> Estimate By
© Estimate &(" and 4(", assuming By = IABE,") for all d
O lterate 2-3 until the likelihood converges

g(ui) =a+7"zi+ (Ba,Xi)(Bp ® ... ®Bgy1 ©Bg_1 ®

...®B1))
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Summary

» Extend GLM framework to tensor covariates
» Assume tensor parameter has a simple form

» Exploited algebraic properties of this simple form to estimate
the parameter easily
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Completed Work & Next Steps

» Completed Work

» Understand model & estimation algorithm
> Implemented simple model
» Ran small scale simulation

» Next Steps

» Speed up estimation algorithm

Generalize estimation algorithm

Run Simulation # 1: simple matrix data

Run Simulation # 2: real data, simulated outcomes
Analyze real data

vV vy vy
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