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a  b  s  t  r  a  c  t

Introduction:  Radiostereometric  analysis  has  demonstrated  its capacity  to track  precise  motion  of the
bones  within  a subject  during  motion.  Existing  devices  for imaging  the  body  in  two  planes  are often
custom  built  systems;  we  present  here  the  design  and marker-based  validation  of a system  that  has  been
optimized  to  image  the foot  during  gait.
Methods:  Mechanical  modifications  were  made  to  paired  BV  Pulsera  C-arms  (Philips  Medical  Systems)  to
allow unfettered  gait  through  the  imaging  area.  Image  quality  improvements  were  obtained  with  high
speed cameras  and  the  correction  of image  distorting  artifacts.  To assess  the  system’s  accuracy,  we placed
beads at known  locations  throughout  the  imaging  field,  and  used  post  processing  software  to calculate
their  apparent  locations.
Results: Distortion  correction  reduced  overall  RMS  error from  6.56  mm  to  0.17  mm.  When  track-
ing  beads  in  static  images  a translational  accuracy  of 0.094  ± 0.081 mm  and  rotational  accuracy  of
0.083  ± 0.068◦ was  determined.  In dynamic  trials  simulating  speeds  seen  during  walking,  accuracy  was
0.126  ±  0.122  mm.
Discussion:  The  accuracies  and  precisions  found  are  within  the  reported  ranges  from  other  such  systems.
With  the completion  of marker-based  validation,  we  look  to model-based  validation  of the foot  during
gait.

Published  by  Elsevier  Ltd  on behalf  of  IPEM.

1. Introduction

Studying joint kinematics in vivo allows us to quantitatively
describe how the load bearing structures within our body move and
function during normal use. The ability to quantify bone motions
with very small errors, which is necessary to detect subtle but
biomechanically significant phenomena, is greatly enhanced by
improving the accuracy and precision of the primary measure-
ments. At the same time, due to the importance of subtle motions,
it is critical to ensure that the measurement process adds minimal
error to joint kinematics.

Optical marker tracking has long been a standard research tool
due to its non-invasive nature, flexibility in marker placement, and
easy availability of hardware and software. The main limitation of
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optical systems is that they do not measure bone motion directly.
Instead, bone position is estimated from skin-mounted markers,
producing an error termed the skin tissue artifact (STA). The STA has
been measured by comparing optical marker estimates of motion
to direct X-ray imaging of bones in living subjects, finding single
marker STA-related errors up to 4.3 mm [1] and grouped marker
(cluster) errors ranging from 6.46 to 16.72 mm [2]. STAs of 3–7 mm
have been found when compared to bone mounted markers in
dynamic cadaver trials [3]. To further complicate the issue, STA
varies by marker location, in a unique and unpredictable manner;
this was  explored in living subjects [4]. X-ray based radiostereo-
metric analysis (RSA) is potentially well suited to measure bone
position without STA, thus increasing kinematic accuracy. Addi-
tionally, systems using RSA do not burden the subjects with the
physical attachment of measurement hardware, which may  allow
for a more natural gait.

Fluoroscopic systems designed for the precise capture of bone
kinematics, unlike optical systems, are not at present commercially
available, requiring the creation of the instrumentation in-house.

1350-4533/$ – see front matter. Published by Elsevier Ltd on behalf of IPEM.
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As these devices are expected to reliably quantify motion on the
sub-millimeter scale, several types of system validation are nec-
essary to evaluate their performance. Such validation typically
includes: determining the resolution of the hardware imaging
chain, evaluating how the hardware and software reduce or elim-
inate various distortions that are inherent in such systems, and
measuring static and dynamic accuracies and precisions based on
precisely known positions and motions. Exhaustive validation of
these systems along these lines has been previously reported [5–8].

The hardware design, software filtering and pre-processing, and
marker-based validation of a new fluoroscopic biplanar system are
described in the work presented here. The first and main use for
this device will be imaging of the foot, though its flexibility allows
for the imaging of any joint of the body.

2. Methods

2.1. X-ray generation

The overall design of our system was modified from a pre-
viously developed biplane fluoroscopic system [8,9]. Imaging is
performed with a pair of Phillips BV Pulsera fluoroscopic C-arm sys-
tems (Philips Medical Systems; Best, The Netherlands). The Pulseras
were structurally modified by mechanically disarticulating the X-
ray generators and image intensifiers from the “C” of the C-arm,
while leaving all the electrical connections in their original con-
figuration. The detached X-ray generator and image intensifier
units were then separately mounted on custom designed 5-degree-
of-freedom mobile stands, built using 80/20 aluminum framing
(80/20 Inc.; Columbia City, IN), that were created specifically to
support and balance these components. This mounting methodol-
ogy requires manual alignment of the X-ray generators and image
intensifiers, but it also makes it possible to move these components
independently of each other, while allowing the subjects to walk
unfettered.

To reduce unnecessary X-ray exposure, the Pulseras’ exposure
control boards were replaced with synchronized boards, custom
built by Philips, that allow a single button press to energize both
systems within 80 �s. As a reference point, the estimated full body
equivalent dose for a subject performing multiple (30) walking tri-
als through the imaging area is 8 mrem.

2.2. Walkway and imaging area

A custom, hand railed walkway (1 m wide × 6.5 m long) was
built using an 80/20 aluminum framework (Fig. 1). The center panel
or “imaging area” panel was constructed of a radiolucent composite
of thin carbon fiber panels laminated to structural foam (Accuray,
ACP Composites Inc.; Livermore, CA). The aluminum frame was
designed so that the central imaging panel can be removed for sys-
tem alignment and distortion correction, as described below. The
portion of the frame around the imaging panel allows the mounted
image intensifier stands to be rolled underneath to facilitate imag-
ing through the surface of the walkway, making it possible to
image obliquely and with significant superior–inferior orientation
through the foot.

2.3. Imaging and data collection

The image intensifiers have an approximate 30 cm diameter,
with an active area of approximately 27 cm in diameter. The CCD
camera that comes with the BV Pulsera has a maximum sampling
frequency of 30 Hz, which can be too slow to image all foot bone
kinematics during gait without significant loss of information. To
improve image acquisition speed, the CCD cameras were replaced
with high speed CMOS cameras (Phantom v5.2, Vision Research

Inc; Wayne, NJ) that are capable of 1000 Hz grayscale image cap-
ture with a 997 �s shutter speed (duration of sensor exposure).
The cameras have a resolution of 1152 × 896 pixels, and can col-
lect ∼3 Gb of data (approximately 3 s of data capture at maximum
frame rate). The cameras are external to the Phillips imaging chain,
and are connected to a separate laboratory computer for data stor-
age. The cameras, and the modified dual fluoroscopes, are triggered
simultaneously by a single custom built switch box.

2.4. Alignment

Each time the X-ray generator is moved, it must be aligned such
that its beam is both normal to and centered on the image intensi-
fier. Misalignment reduces image contrast and brightness, wastes
X-ray exposure and can also create a non-uniform smear in the
image and reduce field of view. Alignment is achieved using a guide
laser built into each X-ray generator to determine if the source and
image intensifier are parallel and centered.

2.5. Distortion correction, bias correction, and localization

These pre-processing algorithms were custom written in Matlab
(MathWorks, Natick, MA).

2.5.1. Distortion correction
There are two major sources of distortion in the data collection

chain [10], namely pincushion distortion and magnetic lens distor-
tion. To correct for these distortions, a round aluminum plate with
laser cut 3 mm diameter holes equally spaced 1.5 cm apart is rigidly
fixed to the input side of the image intensifier. A few specifically
placed 5 mm holes allow for the automatic detection of the orien-
tation and center of the image intensifier. After being imaged on
each fluoroscope, the known size and pattern of the centroids of
the holes in the calibration plate are used as control points. The
imaged locations of these control points are then used with a thin
plate spline algorithm (approximation method) to generate a cor-
rection map, which allows us to spatially re-map (correct) every
distorted image [11]. The root mean square (RMS) error between
the image points and the control points was calculated before and
after correction.

2.5.2. Bias correction
The final image quality issue deals with intensity bias which

arises from the variation of pixel saturation across an image [10].
As a result, the images captured show a non-uniform brightness
which varies in space. The effect of this is that both the beads (and
later bones) will vary in their intensity and contrast depending on
their location in the image field. Accounting for this bias would
increase the consistency of the image characteristics (i.e., contrast
and raw intensity values). To correct for this, at every exposure
setting (kV and mA)  used for data collection or for post processing,
a shot is taken with nothing between the X-ray sources and image
intensifiers to give an estimate of the intensity distribution in space.
The maximum single pixel intensity of this blank image is then
subtracted from the whole image to yield a bias map  for each image
intensifier. This bias map  is then applied to every image obtained to
normalize the intensity across the image. While considerable image
uniformity improvement results from these corrections, in practice
they do not create a perfectly uniform background, as the presence
and movement of objects in the beam further alters intensity.

2.5.3. Localization
For accurate 3D motion correlation from stereoscopic imag-

ing, the location and orientation of the image intensifiers relative
to one another must be precisely known. To obtain this infor-
mation we  created a 3D calibration block from dimensionally
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Fig. 1. (A) Biplane imaging path with subject, walkway, X-ray generating and image intensifier mobile stands; (B) subject stepping into the imaging field.

stable plastic (R1/HG3000, GoldenWest MFG., Inc.; Cedar Ridge,
CA) with layers of differently sized tantalum beads press fit into
it (Fig. 5A). The centroid location and size of these beads were mea-
sured to within 0.007 mm using a coordinate measuring machine
(CMM,  Global Performance model, Hexagon Metrology; North
Kingstown, RI). To determine the location of each camera in the
global coordinate space, the 3D calibration block is imaged with
both fluoroscope systems simultaneously. In order to develop the
model of the extrinsic camera parameters, the positions of each
bead projection must be calculated on the fluoroscopic images. A
threshold algorithm is applied to both fluoroscopic images to iden-
tify the beads. The position is then calculated using a weighted
intensity centroid. Once this is determined, the beads on the flu-
oroscope are identified and matched to their 3D bead position.
With this correlation, a standard direct linear transformation (DLT)
[12] (http://www.kwon3d.com/theory/dlt/dlt.html) matrix can be
found using a least squares optimization. From this DLT calcula-
tion we obtain extrinsic and intrinsic camera parameters, which
are used later to create our virtual imaging environment.

2.6. Line pair and focusing (resolution)

The output illuminations from the image intensifiers are col-
limated. Using standard radiographic line pair test patterns, for
each system we adjusted the focus of the lens on the high speed
camera to the sharpest image quality. The radiographic line pair
test patterns have calibration marks such that images of these tools
denote line thickness resolution, a measure of optical resolution
in the biplane system [5].

2.7. Marker-based trials

To validate both the hardware and the pre-processing software,
a series of tests were performed using three small (1.6 mm dia.)
tantalum beads, which were embedded in another piece of machin-
able plastic (5 cm by 2 cm by 2 cm); this bead embedded plastic is
referred to hereafter as the “wand” (Fig. 2A). The furthest beads
within the wand are located 4 cm from each other – on the scale of
a foot bone dimension. These beads are readily identified in images
as small spheres that are of much higher intensity than background.
The location of each bead was known within 0.007 mm (via CMM).
In order to determine the system performance, the bead markers
were identified on the fluoroscopic images. Using positions of the
beads on each fluoroscope and the DLT parameters, a 3D recon-
struction of the bead centroids, and thus bead position, can be
calculated. This measured position can then be compared to a gold
standard allowing for quantification of the system performance.

Using the wand, both static and dynamic marker-based track-
ing tests were performed. For static trials, the wand was mounted
to a linear stage; the position of the linear stage was controlled
by a high precision stepper motor which could advance the stage
in 0.01 mm increments, or in its rotational configuration, rotate
with 0.01◦ increments. For translation: the wand was positioned
at 19 different locations on a linear path along the axis of the walk-
way. Each location represented a linear translation with increments
ranging from 0.01 mm to 5 mm.  There were 19 locations (18 lin-
ear displacements), 3 beads in the wand, and as each position was
measured 9 separate times (90 static frames, with groups of 10 con-
secutive images averaged for noise reduction), for a total of 486 data
points. For rotation: the wand was  positioned in 16 rotations about
a fixed axis, with increments of 0.01◦, 0.1◦, and 10◦. With these 16
positions (5 positions at each increment of motion, 1 zero position),
3 beads, and as each position was again measured from 9 separate
frames, a total of 405 data points were collected. Note that two
additional beads are in the link connecting the wand to the rota-
tional stage, allowed us to determine the axis of rotation. The whole
assembly was supported such that only the wand was  visible in the
imaging field (Fig. 2B). When performing dynamic trials, the wand
was fixed to the end of a 1.3 m radio-transparent holder, and manu-
ally passed through the imaging field at a velocity of approximately
1 m per second. A total of 960 individual frames (0.96 s of move-
ment at 1000 Hz) were collected. With the three bead locations
known (with respect to each other) to within 0.007 mm,  accuracy
and precision were calculated from the inter-bead distance of beads
1–2, 2–3, and 1–3. This gave 2880 data points. All imaging was per-
formed at the full 1000 Hz sampling rate with kV and mA  adjusted
for best bead to background contrast (Fig. 2C).

To analyze these data, accuracy was  defined as the RMS error
between the known and measured position of the tantalum beads,
while precision was  defined as the standard deviation of that differ-
ence. For the static translation and rotation tests, the “gold standard
of measure” was the known movement of the beads relative to their
initial position on the linear/rotational stage; for dynamic tests,
the “gold standard of measure” was the known CMM bead-to-bead
distance.

3. Results

3.1. Distortion correction, bias correction, and localization

3.1.1. Distortion correction
Both pincushion and magnetic distortion are visibly corrected

via pre-processing (Fig. 3). The overall RMS  error in the uncor-
rected image averages 21.87 pixels (6.56 mm).  With correction, we
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Fig. 2. (A) Plastic wand with beads (inside) and dynamic motion interface (threaded rod); (B) wand fixed to stepper motor/stage in its rotational configuration within the
imaging field; (C) fluoroscope image of wand and beads. Note that the two  beads near the center of the wand are actually imbedded in the rod linking the wand to the
rotational stage. These beads are used to calculate the axis of rotation about which the wand revolves.

can achieve sub-pixel accuracy with an RMS  error of 0.51 pixels
(0.17 mm).

3.1.2. Bias correction
Applying the bias mapping yields an image with a “flatter” back-

ground bias. This can best be appreciated on images of an empty
field of view (Fig. 4A and B). The intensity range of an uncorrected
“empty” image can be as large as 1300 intensity levels in a 12-bit
image, i.e., ∼32% of the full range available), whereas the intensity
range of a corrected (and empty) image is reduced to near zero (typ-
ically less than 5% full range). However, the insertion of an object
into the field of view does not permit this correction to be fully real-
ized – the object itself creates a unique background shadow. With
a foot in the field of view (Fig. 4C), for example, the intensity range
in the image background is approximately 750, or ∼18% of the full
range available; therefore for this case, the bias correction is only
about 44% effective (Fig. 4D).

3.1.3. Localization
Localization determines the geometry of the imaging space, thus

a meaningful measure of its accuracy is reflected in the results of the
static and dynamic trials (below). With the materials and settings
chosen, the pre-processing software is able to automatically distin-
guish all 15 of the control points (beads) within the 3D calibration
block (Fig. 5).

3.2. Resolution

From images of the radiographic line pair test patterns, the sys-
tem resolution was found to be ∼1.6 lines/mm.

3.3. Static and dynamic trials

Static Accuracy and Precision: Translation – A translational accu-
racy of 0.094 mm was  found with a translational precision of
±0.081 mm.  Rotation – A rotational accuracy of 0.083◦ was  found
with a precision of ±0.068◦. Dynamic accuracy and precision: the
measured dynamic accuracy was  0.126 mm with a precision of
±0.122 mm.

4. Discussion

This paper has outlined the development and preliminary
validation of a custom built biplane fluoroscopy system designed
with the intention of overcoming the limitations of traditional
retro-reflective motion analysis systems, namely STA. The system
has several specific strengths, such as the flexibility in positioning
the X-ray generating and detecting components, the ability to
allow subjects to walk unfettered through the field of view, and
the capability of imaging the foot through a radio-transparent
walkway. The modification of the image chain with high speed
cameras to collect more rapid changes in bony position with
reduced motion blur is an effort to pair the data collection capa-
bility of the system with the phenomena it will be employed to
study. Slower acquisition rates would probably be adequate for
studying the typical motions of other joints.

A series of static and dynamic trials provided a baseline for
considering the system’s performance both in comparison to exist-
ing systems in other labs, and to aid in evaluating the benefit
of future upgrades to this system. For static trials, this system’s
accuracy for translation was 0.094 ± 0.081 mm and for rotation
it was  0.083 ± 0.068◦. For dynamic trials the system’s accuracy

Fig. 3. Fluoroscope image with known control points superimposed. (A) The actual control points (centroid) of each hole are the black dots, and the white circles indicate
the  distorted holes. (B) Thin plate spline corrected image showing image alignment with the control points.
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Fig. 4. (A) Fluoroscopic image of an empty field. Note the “cats eye” variation in background intensities; (B) After bias correction has been calculated and applied to the
blank  image, there is a near perfectly even intensity across the image (border shape change is due to the distortion correction and has no impact on data); (C) phantom foot
(XA241L, Phantom Laboratory; Greenwich, NY) prior to image bias correction; (D) phantom foot after bias correction. Note that in this case the background is not perfectly
uniform. Also, the phantom foot represents a typical adult sized foot, and in this static image, is completely within the active image area of the system.

was 0.126 ± 0.122 mm.  This compares well with the reported per-
formance of other systems in marker-based validation: Tashman
and Anderst with a dynamic bias (mean difference between mea-
sured and actual) of −0.02 mm when measured with a phantom
calibration object, and a in vivo standard deviation of inter-
marker distances averaging 0.064 mm [6]; Miranda et al. with
static translational and rotational absolute errors of 0.12 ± 0.08 mm
and 0.09 ± 0.08◦, respectively [7]; Brainerd et al. with dynamic
“wand” trials yielding a mean absolute error of 0.037 ± 0.046 mm
for inter-marker bead distances [5]; Kaptein et al. with static
trials that generated an optimized bias of 0.09 mm and preci-
sion of 0.03 mm [8]. These studies all sought to quantify the
capability of the hardware to detect and measure small but
geometrically known and visually distinct objects. The perfor-
mance of our biplane system, with respect to the image chain
and hardware capability, is comparable to that of other current
systems – this represents a major step in the validation of our
system.

This system has limitations inherent in its specific design.
The de-mounted fluoroscope components need to be manually
positioned and aligned when imaging with different camera
positions. While, with practice, this does not pose a great difficulty,
other systems which are built in custom rooms may  well offer
greater ease and faster alignment when altering camera positions.
Additionally, the C-arm units themselves can generate X-rays at
a maximum speed of 12.5 pulses per second (or up to 30 pulses
per second with additional software), but this is far too slow to
capture bone kinematics during gait, necessitating operation in
continuous fluoro mode, which has the effect of limiting image
capture time and increasing the dosage per study to the patients.
Also related to the C-arm units, the image intensifiers have a
diameter of only 30 cm,  of which slightly less (27) is functional.
Because this is comparable to the length of most male feet, it will
be challenging to image the hindfoot and forefoot at the same
time. Additionally, the need to obliquely image through the floor
makes the use of a treadmill (for multiple steps in one exposure)

Fig. 5. (A) Plastic 3D localizer block, slanted to show the differently sized beads pressed inside, (B) fluoroscopic image of the block, (C) processed image showing bead location
identification for computing the DLT.
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difficult, due to the potential introduction of significant image
artifacts/beam attenuation from the treadmill hardware.

The primary strengths of the system are its capacity to
image through the “ground” and the fact that the subject walks
through the image area with a natural, unfettered gait. With
the performance of the system’s components validated, we  are
now developing and adding model-based (markerless) tracking
capability to the system.
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