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ABSTRACT
King County Metro is the largest transit provider in Washington State.  While its network is designed to be consistent with ridership and land use patterns, often, transfers between vehicles are necessary.  Unfortunately, when buses are running behind schedule, passengers are apt to miss their connections.  The purpose of this paper is to examine the feasibility of implementing a Connection Protection system at Metro, as a way to minimize missed connections.  Specifically, this paper begins with a broad description of the technology and design choices available for a Connection Protection system.  Then, the focus is narrowed to Metro, which has a unique set of needs and constraints.  With these constraints in mind, several recommendations for a Connection Protection system are proposed.
INTRODUCTION
The ideal transit system would provide passengers with a one-seat ride.  That is, passengers could reach their destination without having to transfer to a different vehicle.  For most transit agencies this is not feasible from a financial or systems perspective.  Therefore, passengers must often bear the inconvenience and stress of making a transfer.  For some people, there may be a concern that their vehicle will not arrive at the transfer point in time for them to catch their transfer vehicle.  For others, the confusion of making a transfer may cause them to believe that they may never reach their destination.  These fears can be enough to turn some people away from public transit altogether.
There are several methods of allaying anxiety associated with making transfers.  One method is to decrease the likelihood that a transfer will be necessary.  This can be done by modifying the transit network.  The other method is to decrease wait times between transfers, either by reducing headways between vehicles on a route, or by ensuring that a transfer vehicle does not depart before the arrival of those vehicles connecting to it.
WHAT IS CONNECTION PROTECTION?
Connection Protection is a system in which transit connections that may otherwise have been missed, may now be caught, by means of issuing a “HOLD” request to connecting vehicles.  That is, if a transit vehicle is scheduled to connect with another vehicle, but the initiating vehicle cannot make it to the connection point in time, the second vehicle may be asked to wait until the arrival of the first vehicle.  Of course, the amount of time for which the second vehicle should be requested to wait must fall within a threshold determined by the transit agency or by Connection Protection software.  For understandability, this paper will refer to the first vehicle as the “transfer from” vehicle and the second vehicle as the “transfer to” vehicle.  Sometimes there will be a need to refer to the “transfer from” and “transfer to” routes as well.  Also, for the purposes of this paper, the concept of a transit vehicle being scheduled to connect with another vehicle is defined broadly as any transit stop location at which the timing between vehicles is desired to be controlled (Hallenbeck, 2004).  This could mean that the associated transit agency has officially acknowledged the arrival of two or more vehicles at a specific location and time to be a transfer; or it could mean that all vehicles arriving at one point within a certain amount of time are intended for transfers. You might mention the Bellevue Transit center operation with Timed Transfers. Your suggestion is an expansion of this concept to a much broader area.
DESIGN
The main objective when designing a Connection Protection system is to create the most efficient method of minimizing time spent waiting for a “transfer to” vehicle.  At the same time, this objective must not overshadow other objectives set forth by a transit agency.  For example, a transit agency could send vehicles to pick up and drop off passengers directly to and from (or near) their origins and destinations (much like a taxi or PRT service).  While this completely eliminates the need for transfers, it also violates a transit agency’s cost and efficiency objectives.  Keeping this extreme example in mind, the following section lists various ways to achieve the main objective, but many may not be right for a particular transit agency, as they may violate other objectives.  This section discusses three main approaches for dealing with transfers.  One approach is to design a transit network with the objective of limiting transfers in mind, another is to limit vehicle headways, and the third is to utilize a Connection Protection system to limit waiting time during transfers.
Transit Network Design

Perhaps the best way to cut down on passenger time spent waiting for a connecting vehicle is to limit transfers altogether.  This can be done during the initial design process of a transit network.  Robert W. Koski details several basic network designs in a chapter called “Bus Transit,” of the textbook Public Transportation.  Each of these designs has unique characteristics which are best fit for different land use patterns.  Yet, a transit network may realistically involve pieces from several of these network designs.
Radial Patterns

A radial pattern is a network design in which several lines extend out from a center point.  While once predominantly used by streetcars, buses today often follow radial patterns as well.
This pattern is most effective for cities with dense central business districts (CBDs), and residences surrounding the CBDs.  As land use patterns are changing (largely as an effect of increased automobile travel) major urban activities are moving out of the CBDs and into less dense areas.  This decentralization is making the radial pattern a less effective design.
If all lines meet at the exact same point, the radial pattern only ever requires at most one transfer.  However, if lines arrive in the CBD at different points, more transfers may be required.  Additionally, the radial pattern requires passengers to travel all the way to the CBD in order to make a transfer, even if a destination is closer to the origin than to the CBD.  On the other hand, since many trips are made between the home and the CBD, the need for passengers to transfer will be less frequent than expected. Some trips might be really long in this case.
Grid-Type Networks
“Grid-type bus route networks feature relatively straight, parallel routes spaced at regular intervals and crossed by a second group of routes with similar characteristics, (Koski, 1992).”  Grid-type networks are only possible where geography and land use is permitting.  That is, they are only physically possible where there are few barriers and where right-of-way is available and fitting to this pattern.  Additionally, there must be a high enough density on each line to justify each line’s existence.  This type of network is mainly geared towards buses, as it involves many lines and usually runs on urban arterials.  Grid-type networks work well in areas with spread-out activity centers.  Furthermore, under a true grid-type network, it is never necessary to make more than one transfer.  On the other hand, for any movement besides lateral movement, a transfer will always be necessary.
Radial Crisscross

A radial crisscross design, similar to a pure radial design, consists of many lines, all leading to the CBD.  However, rather than spurring out independently from one another, the lines cross each other at certain points outside of the city center.  This design offers more opportunities for transfers outside of the CBD, while still providing direct, no-transfer trips to the CBD on all lines.  This requires a special road network that’s not typically seen.
Trunk Line with Feeders

A trunk line with feeders network consists of one or more main transit lines (trunks), which usually handle the highest volumes of passengers in the network.  Connecting into the trunks are many lower volume, longer headway transit lines (feeders) which link in from areas of lower density.  The trunk can be a rail or a bus line, while the feeders tend usually to be bus lines (although bicycles or autos can serve the function of feeders).  Although transfers are necessary between feeder and trunk, feeders perform the powerful function of providing the trunk line with a much higher volume than would otherwise be the case.
Timed Transfer Networks
A timed transfer network follows a pattern in which there are several points where many routes converge.  A great amount of planning goes into scheduling individual routes to coincide at “timed transfer focal points” (Koski, 1992) at or near the same time.  These timed transfer focal points are usually set in the CBD or some other major activity center.  For this reason, passengers often feel safer waiting for a transfer than they might feel waiting on a deserted street corner.  Furthermore, they need not necessarily travel all the way to the CBD (which may be out of their way) in order to make a transfer. Good way to serve the suburban development.
Reducing Headways

When transfers are necessary, one way to reduce incidences of missed connections is to decrease headways between vehicles.  That is, passengers will not be terribly inconvenienced by a missed connection if another vehicle on the “transfer to” route is soon to arrive.  This strategy, however, may be limited by financial constraints of a transit agency.  Shortening headways may require adding extra vehicles to transit routes.  This also costs money in operator time, ties up vehicles that may be better used on different routes, and places extra wear on some vehicles.  Reducing headways can also be achieved by reducing travel time along a route for faster turnaround.  In either case, if ridership is not high enough, this strategy will not be cost-effective.
Connection Protection Design

Once a transit network is in place, the agency in charge must consider very carefully whether Connection Protection is a good solution for their unique system.  A poor implementation of Connection Protection has the potential to cause devastating effects to transit system operations.  That is, every “transfer to” vehicle held back due to a late “transfer from” vehicle will become as late as its “transfer from” counterpart.  If the “transfer to” vehicle in this situation is to make its own connections and thus become a “transfer from” vehicle, any new “transfer to” vehicles held back will now be as late as the new “transfer from” vehicle.  Thus, if all connections were protected, then the entire network of vehicles that connect would run as slow as the slowest vehicle in the network.  Obviously, this is unacceptable.  Therefore, those specific points in space and time receiving connection protection must be chosen very carefully so as to cause minimal impacts to the system.  Additionally, the benefits must outweigh the costs for a connection protection instance to be worthwhile.

During the design process, five important issues must be addressed.  They are:

How to determine arrival time of a “transfer from” vehicle
If they do not already have this capability, agencies will need to acquire technologies that will lead up to predicting vehicle arrival times (see section below labeled “Technology”).  The decision regarding which technologies are right for an agency may depend on: which technologies are already in use by the agency, which other uses are desired from the technology, and how much the agency is willing and able to spend to obtain new technology.

Benefits of protecting an individual connection
Protecting a connection provides the greatest benefits to those who will be making that connection.  The longer the headways between vehicles on the “transfer to” route, the more benefit each individual passenger receives under connection protection.  For example, a passenger on system X is riding on route #1 and will be transferring to route #2 which runs on one hour headways.  If this connection is missed because route #1 is running behind schedule, the passenger will be forced to wait up to one hour before another vehicle on route #2 arrives.  On the other hand, if vehicles on route #2 run on 10 minute headways, the benefit of connection protection will not be as great, as the passenger will only have to wait at most 10 minutes before the next vehicle on route #2 arrives.

The benefits of protecting an individual connection can also be measured in terms of the number of passengers wishing to make that connection.  That is, the more passengers wishing to make a connection, the greater the benefit of protecting it.

To determine the benefits of protecting an individual connection, it may be helpful to use an equation.  This equation (Equation 1 below) can be used to compare the benefits of protecting individual connections with costs.  The benefits are measured as time savings due to a saved connection and can also be viewed as the negation of the cost of missing a connection.
TS = N * (T – F) * P * K


(Equation 1)
where   N = multiplier for time spent waiting for a vehicle during a transfer

TS = time saved (min)

T = arrival time of “transfer to” vehicle if original connection is missed

F = arrival time of “transfer from” vehicle

P = number of passenger wishing to make that connection

K = additional factors (weather, station characteristics, etc.)
First, it is necessary to place a multiplier on time spent waiting for a transit vehicle during a transfer.  Typically, this value is 2.5 (TCRP, 2003).  This value should then be multiplied by the wait time for a vehicle on the “transfer to” route if the connection is missed (that is, the time between the arrival of the “transfer from” vehicle and the arrival of the next “transfer to” vehicle after a missed connection), and then by the number of passengers on the “transfer from” vehicle attempting to make that connection.  Note that a transfer penalty of typically 12-17 minutes (TCRP, 2003) is not factored into this equation since a transfer will be necessary whether or not a connection is missed.  Depending on how accurate an agency wishes to be, other variables may be factored into this equation.  For example, there could be an adjustment factor for weather, lighting, comfort of station/waiting area, or safety of neighborhood.

Obtaining Data

In order to complete the equation listed above, an agency must have some method of obtaining the data necessary to the equation.  Headways for each route and run are simple to obtain, as transit agencies keep records of their schedules.  The number of passengers transferring from one specific vehicle to a specific route is much more difficult to obtain.  This data can be obtained by manually counting the number of people transferring and using the counts as historical data.  However, this would need to be done for every route and run in order to accurately determine which connections should be protected.  Another method of obtaining the number of passengers transferring to a specific route is to install technology on-board transit vehicles in which passengers type in the route to which they wish to transfer.  This method may be used either for obtaining historical data or for on-the-spot decision-making (Hallenbeck, 2004).
If an agency chooses to use data such as station characteristics, they need only research their own records of stations.  Obtaining weather data is more complicated.  Current weather can be approximated based on historical weather patterns or weather can be obtained in real-time and assigned values for simple input into the equation.
Costs of protecting an individual connection
When a “transfer from” vehicle is running late, a protected connection will, by its nature, delay the corresponding “transfer to” vehicle.  The “transfer to” vehicle will thus cause delays to all passengers either on-board the vehicle or waiting to board that vehicle.  The costs of protecting an individual connection can be measured in total number of minutes lost:  
TL = [N * (F – T) * PS * K1] + [(F - T) * PV * K2]does the second part of this equation need to be multiplied by N or something else? a bus full of people that know they are waiting for a late bus might have a high value of travel time.

(Equation 2)
where   N = multiplier for initial time spent waiting for a transit vehicle

TL = time lost (min)

F = arrival time of “transfer from” vehicle

T = time “transfer to” vehicle was scheduled to depart transfer point

PS = number of passengers waiting at stops to board “transfer to” vehicle 


         beyond transfer point

PV = number of passenger on-board the vehicle while at the transfer point

K1 = additional station factors (weather, station characteristics, etc.)

K2 = additional vehicle factors
This equation utilizes a multiplier for the initial wait for a transit vehicle.  Typically, this value is 2.1 (TCRP, 2003), although it can be scaled up to account for those people waiting for the vehicle during an unrelated transfer.  This number should be multiplied by the number of people waiting for the vehicle at stations along the route and again by the number of minutes each person must wait as a result of connection protection delays.
The typical factor for time spent waiting on a transit vehicle is one.Source? This is generally ok for Riding time I’m not so sure about waiting see above.   This is necessary to account for since the vehicle may be held with passengers already on board.  While this equation does use a factor of one, an agency may want to consider scaling this value up since the vehicle is not moving when it is being held and passengers may find this more of an inconvenience than sitting in a moving vehicle.  However, the value certainly should not exceed 2.1 since waiting for a vehicle to arrive is always more stressful than sitting on a vehicle, waiting for it to depart.Source?  This factor must then be multiplied by the amount of time the vehicle is held and again by the number of people on the vehicle.  This portion of the equation should be added to the previous portion (out-of-vehicle wait times).
Last, any extra variables calculated in the benefits equation must be multiplied by the out-of-vehicle wait time portion of the costs equation (this is the K1 variable).  For example, an agency may choose to account for weather in the benefits section since passengers on a late vehicle would, without connection protection, be forced to wait under poor weather conditions, until the next vehicle arrives.  In the same light then, passengers delayed as a result of a protected connection, will experience the same poor weather conditions until the held vehicle arrives.  Additionally, any factors specific to waiting on a certain kind of bus (dirty, noisy, etc.) may be multiplied by the in-vehicle wait time portion of the equation (this is the K2 variable).
Minimizing Costs

As previously described, the cost of holding a transit vehicle lies mainly in the fact that the vehicle will subsequently be behind schedule along the rest of its route.  One way to bring that vehicle close to or back on schedule is to implement Transit Signal Priority (TSP) for late vehicles.  
“TSP is an operational strategy that facilitates the movement of in-service transit vehicles, either buses or streetcars, through traffic-signal controlled intersections” (ITSA, 2002).  Rather than interrupting a signal control cycle to automatically provide green time to a transit vehicle (this is called signal preemption), TSP adjusts normal signal operations to allow for a transit vehicle to move through an intersection more quickly than under baseline conditions.  As a result, traffic operations are not significantly impacted in a TSP system.  A common method of giving priority to a transit vehicle is to extend green time if the signal is already green for the approaching vehicle, or to truncate red time if the signal is already red for that vehicle (ITSA, 2002).  
TSP can be designed to work based on agency-specified conditions.  For example, a TSP request can be triggered only if a vehicle contains a minimum number of passengers.  In the case of Connection Protection, TSP could be implemented for vehicles that are running behind schedule.
If TSP is, in fact, implemented within a Connection Protection system, its benefits will need to be considered in the cost equation.  For example, if a vehicle is held back three minutes under Connection Protection and there are five people waiting to board that vehicle one mile away, the three minute gap could become two minutes by the time the vehicle reaches those passengers.  Therefore, the expected time savings granted by TSP could decrease the cost of holding one vehicle.  The inner workings of TSP will be discussed in the Technology section.
How to weigh costs and benefits to determine level of individual protection 

Depending on available resources, a transit agency can go into any amount of detail for determining level of protection.  To be most accurate, they should perform a cost-benefit analysis, using the equations described above, for each possible connection within their system to determine:

1) If Connection Protection is an appropriate solution for a connection instance, and
2) For how long a vehicle should be held before costs outweigh benefits.

The real time aspects of this are quite difficult. “Let’s see only one person is wants to transfer so I’ll tell the bus not to wait.” Then I punch out the driver…..
Note that this method of comparing costs and benefits, while theoretically sound (comparing total time saved versus total time lost), is in actuality, imperfect.  This is because it equates a small amount of time lost for many individuals with a large amount of time lost for just a few.  A large amount of time lost for one person could mean losing a job or missing an exam.  So, when a Connection Protection implementation is made public, the public must be informed that the system will not guarantee them saved connections.  Rather, the system will likely improve their total trip time over time. 
Another potential problem with this method is that when a “transfer from” vehicle is scheduled to connect with the last “transfer to” vehicle of the day, the benefits of holding the “transfer to” vehicle for even one passenger will always outweigh the costs of making the “transfer to” vehicle late for many passengers.Great point!  This is because the headway between the last “transfer to” vehicle of the day and the first “transfer to” vehicle of the next day can be several hours.  Thus, even if the “transfer from” vehicle is fifteen minutes late, this calculation may still come out in favor of holding the “transfer to” vehicle.  While it makes sense that one passenger potentially missing the last vehicle of a day may be worth making many passengers a little late, a transit agency may not wish to hold one vehicle for fifteen minutes.
Analysis
The analysis can be done once for future use, or in real-time for repeated use.  If the analysis is done once, it would be most desirable to perform it for every connection, each time the connection is made over the course of one week.  This is because demand varies by time of day and day of the week.  Additionally, the analysis should be performed for a variety of time lengths so that the amount of time a “transfer to” vehicle should be held is optimized.  The agency would then use these results to determine which connections should be protected until they decide to update their system and redo the process.  

This strategy requires a large amount of data, as the number of connections within a transit system, over the course of one week, can be well into the thousands.  Therefore, an agency can choose to look only at connections that they know to be a problem, that they know have a high number of passengers transferring, or that include “transfer to” routes with long headways.  Additionally, the cost-benefit calculations can be done with relatively simple software so that all that is necessary are the inputs.  
An agency may choose to forgo the physical cost-benefit calculations if their system is fairly simple or if resources are unavailable.  In this case, other options are available.  They may use current and future models of their transit network to estimate which connections should be protected.  While this may not take the form of an actual calculation, similar, but less formal analysis may be done to determine the costs and benefits.  Even less formally, an agency may choose to protect transfers at official scheduled transfer points or at transit centers.  In all methods, early evaluation will be necessary to determine if, in fact, Connection Protection is proving successful for each protected transfer.
If devices are installed on-board vehicles as well as at stops (as described in previous sections), calculations can be done in real-time.  This method is preferable to using historical data since ridership patterns change over time and even from week to week.  If done in real-time, the cost-benefit algorithm would take input from on-board and wayside devices, and would determine if a hold request should be generated based on the arrival prediction time algorithm.  Maybe practical only at major transfer points. I can see a real value in that.
Notifying a vehicle that it must wait
Similar to the answer to the first issue addressed in this section (“How to determine arrival time of a ‘transfer from’ vehicle”), this depends on what technology is available, which existing technology is leveragable, and how much the agency is willing and able to spend.
TECHNOLOGY
Connection protection can take on many forms, from the least technologically sophisticated, to a fully-automated system.  The less technology used in a connection protection deployment, the less the entire project will cost.  However, an increase in the amount of technology used will most likely enhance the efficiency and effectiveness of a connection protection system.  There are several major components in a fully automated system.  For each component, the following sections will explain how it fits into the system, which technology choices are available, and how (or if) the system could function without that technology.  The major technologies include a communications system, an Automatic Vehicle Location (AVL) system, a spatial analysis system, a schedule adherence component, connection protection algorithms, an on-board receiver, and perhaps a Transit Signal Priority (TSP) system.
Communications System

In order for a transit vehicle to be notified that a connecting vehicle is running behind schedule, some form of communications must be in place.  Communications systems can also be useful for relaying vehicle position to a control center, for sending data regarding critical engine functions to a maintenance facility, and for a host of other functions.
Automatic Vehicle Location (AVL)

Automatic Vehicle Location (AVL) is a means of digitally locating and tracking vehicles within a fleet, in real-time.  AVL can be used to observe vehicle performance and, in turn, to adjust schedules and to manage drivers.  Additionally, AVL can alert management to the presence of an emergency situation which can facilitate expedited incident response.  AVL can serve many functions, but often, the main objective for implementing an AVL system is to reduce operating costs, increase efficiency, and maintain service (Peng, Beimborn, Octania & Zygowicz, 1999).
For a connection protection system, AVL is an important first step in determining when a vehicle will arrive at its connection point.  That is, in order to determine when a vehicle will arrive at a given location, the current location of the vehicle must first be established.  Thus, AVL plays a major role in an automated connection protection system.
There are several technology options available for the deployment of an AVL system.  They include: Global Positioning Systems (GPS), Signpost, and Dead-reckoning.  These technologies can be used independently, or in combination (Peng, Beimborn, Octania & Zygowicz, 1999).  
Global Positioning Systems (GPS)
GPS is a means of computing the exact coordinates of a person or object on Earth.  Funded and controlled by the United States Department of Defense, GPS was originally created for (and is still widely used by) the U.S. military.  The GPS Operational Constellation includes 24 satellites that orbit the earth over the course of 12 hours.  Earth-bound GPS receivers process signals sent by these satellites.  Three satellite signals are required to calculate the precise location of a receiver (i.e., one for the X location, one for the Y location, and one for the Z location) and one satellite signal provides the time offset (T) in the receiver clock (Dana, 1999).  

When used as part of an AVL system, GPS receivers are installed on vehicles in a fleet.  However, error receiving GPS data can occur when there is some obstruction between the receiver and the satellites.  As transit systems tend to serve urban areas, GPS signals are often blocked by tall buildings in Central Business Districts (CBDs).  This is referred to as the “urban canyon” effect.  Therefore, it is often a wise idea to supplement the use of GPS with other AVL technologies (Boon, 2004).  
Figure 1: GPS receiver processing X, Y, Z, and T signals respectively from 4 satellites
[image: image1.png]



Source: Peter H. Dana. “Global Positioning Systems Overview.” 1999.
Signpost

Signpost technology was developed well before GPS.  Common types of signposts include optical scanners, short-range radio, and magnetic strips.  A transit system employing signpost technology will install signposts along each route.  When a vehicle passes a signpost, either the vehicle or the signpost creates a record.  If the record is created on the vehicle, the signpost ID is recorded.  If the record is created at the signpost, the vehicle ID is recorded (Peng, Beimborn, Octania & Zygowicz, 1999).  This system, when used alone, is not very effective.  This is because it is impossible to determine the vehicle’s location between signposts.  Often it is paired with dead-reckoning.  Metro’s system.
Dead-Reckoning

A Dead-reckoning system uses directional information and distance traveled to determine current vehicle location.  Directional information allows the system to determine, not just the current direction the vehicle is heading, but also all previous directions the vehicle headed since it left its starting point.  This information alone is only meaningful if distance traveled is also known.  For example, if it is known that the vehicle has traveled north for .5 miles and east for .3 miles, the exact location can be mapped from the starting point.  However, if distance traveled is not known, then the vehicle’s location can only be conjectured from the north and east directions.  At the same time, if only distance information is available (without directional information), location must be assumed based on the transit route.  This, however, is unreliable, as detours or worse, emergency situations, could cause buses to veer off their routes.  In this case, distance information on its own is useless.
Acquiring directional data is usually done by use of a compass installed on-board the vehicle.  There are three methods for acquiring distance.  All methods count wheel rotations in some way.  The first method places several tags on a wheel and a reader on the stationary part of the hub.  Each time a tag passes the reader, the reader increments its count.  These counts can then be used to calculate distance and speed.  The second method employs a chain connected directly between the vehicle’s wheel and the reader’s wheel.  The chain turns the reader’s wheel as the vehicle’s wheel turns and the reader counts the number of rotations of its own wheel.  The last method is only applied when the vehicle contains an odometer.  An odometer is already counting wheel rotations, so these results can be obtained directly from the odometer (Peng, Beimborn, Octania & Zygowicz, 1999).  Also Metro.
Spatial Analysis
The AVL technologies described above are not enough, on their own to relay vehicle location to a control center or to other vehicles.  The data must be communicated to the requesting destination (see section above entitled “Communications”).  The raw data (e.g., GPS coordinates) must then be interpreted into locations understandable by humans and usable for spatial analysis.  Alternatively, the raw data may be first interpreted into understandable locations and then communicated.  This option is left to system design.
The most powerful way to convert raw data into understandable locations is to use a Geographic Information System (GIS).  “A GIS is a computer information system that stores, manages, analyzes and displays geographic, demographic, and other data” (Attanucci & Halvorsen, 1993).  GIS is a good candidate for displaying vehicle locations as it is possible to display a base map (or several maps) of the entire service area.  As AVL data is received by the control center, vehicle locations are updated on the map, with their corresponding route, run, vehicle ID, and any other data of the transit agency’s choosing (e.g., schedule, operator, number of passengers, historical information, etc) stored in a database.  GIS is applicable to a Connection Protection system in that it can use this data along with the vehicle’s current location to analyze the distance to the next protected transfer point.  GIS can even perform arrival time prediction for transit vehicles.
Arrival Time Prediction
Before it can be determined whether a vehicle should be held, it must first be determined whether the connecting vehicle is late.  Since system design will dictate how late a vehicle can be before a request will no longer be sent, it must also be determined when the vehicle will arrive at a particular transfer point.  Indeed, Automatic Vehicle Location (AVL) and spatial analysis technology must be present in any implementation of vehicle arrival prediction software.
One method of predicting arrival time is to determine how many minutes (or seconds) ahead of or behind schedule a vehicle is currently running.  Then, that quantity of time can be added to or subtracted from the time the vehicle is scheduled to arrive at the point in question.  Another method is to determine the route distance from the vehicle’s current point to the transfer point.  Then, based on vehicle speed, the length of time until the vehicle arrives at that point can be calculated.  Both methods can be inaccurate in that the vehicle may run into unexpected delays along the way.  The latter method, however, may be less efficient since it does not account for traffic signals and routine congestion.  The former method should have already accounted for such delays in the schedule.  Other methods exist as well.  In all methods, arrival times can be recalculated as many times as the system permits in order to obtain the most up-to-date predictions.
Connection Protection Software
In order for Connection Protection to work, Connection Protection software will need to be installed on individual vehicles or at a transit control center.  The main purpose of this software is to make Connection Protection decisions.  Based on how a transit agency chooses to design a CP system, the software can perform different kinds of tasks.  

In the most theoretical design as described above, the software will need to run at all times (on-board or at a control center).  It will be initially programmed with the full schedules of each route and will determine which locations and times are points for scheduled connections.  Just before a “transfer to” vehicle is scheduled to leave, the software will receive information from the vehicle arrival prediction module regarding the arrival time of the “transfer from” vehicle at that point.  If the “transfer from” vehicle is predicted to arrive at that point before the “transfer to” vehicle is scheduled to depart, nothing happens (although there may be some kind of logging system for evaluation and quality control).  
If the “transfer from” vehicle is predicted to arrive at that point after the “transfer to” vehicle is scheduled to depart, the CP software can begin performing its cost-benefit calculation algorithm based on inputs received from sources described in the ‘Design’ section of this paper.  If this algorithm determines that the costs of holding the “transfer to” vehicle outweigh the benefits, then again, nothing happens.  If, on the other hand, the algorithm determines that the benefits outweigh the costs, a “HOLD” request is generated and sent to the “transfer to” vehicle.
If Connection Protection points and times are predetermined, then the step in the above algorithm where the cost-benefit calculation occurs is skipped.  Instead, the software will only look at those points that have been approved as CP points.  If a “transfer from” vehicle will not reach a preset connection point before its “transfer to” counterpart departs, the software queries a list of data in the system to determine if the amount of time in which the “transfer from” vehicle will be late is within the threshold for generating a “HOLD” request.
In the event that a “HOLD” request is transmitted and the “transfer from” vehicle does not arrive within the threshold given, another message can be sent to the “transfer to” vehicle to “GO.”  So, when the amount of time passed exceeds the allotted threshold, the Connection Protection software will query the AVL subsystem to determine if the “transfer from” vehicle has arrived or if the “transfer to” vehicle is still holding.  If the “transfer from” vehicle has not arrived and the “transfer to” vehicle is still holding, the CP system will send a “GO” request.  It should be noted that if the system is running slow, extra time should be given for these algorithms to run and for communications to take place.
Alternatively, rather than sending a “GO” instruction, a “HOLD UNTIL” instruction can be sent with the “HOLD” request.  Then it will be the responsibility of the vehicle operator to depart at the correct time.  This is the method in use by the Connection Protection system at the Utah Transit Authority in Salt Lake City, Utah (Hodges & Hess, 2003).  This system is described further in the section entitled, “Case Study: Utah Transit Authority.”
On-Board Receiver
In order for a vehicle to be held, the driver/conductor must be aware of a pending hold request.  This request can be sent to a vehicle via the system’s wireless communications network and can be displayed on the vehicle’s Mobile Data Terminal (MDT).
Transit Signal Priority (TSP)
As discussed in the ‘Design’ section, TSP is a method of giving priority to transit vehicles at traffic-controlled intersections.  There are three main components in a typical TSP system. Each has a variety of possible technological choices for use in implementation.

Transit Vehicle Detection/Priority Request System

In order for the TSP process to begin, a transit vehicle must first identify that it is, in fact, at a priority-giving intersection and then, that it would like priority.  This may be done by way of a local on-board transmitter/off-board receiver pair (ITSA, 2002).  In this case, transmitters on the bus communicate directly with receivers located in the intersections and the entire TSP process occurs locally.  Another method of transit vehicle detection/priority request is for vehicles to be detected at a control center.  Then, algorithms at the control center determine whether a vehicle should be granted priority.  If so, the control center communicates back to a receiver in the intersection (Lecture on Transit Signal Priority, January 26, 2004).  In either case, some agencies employ exit detection, which transmits a signal that the vehicle has exited the intersection.  This allows for smoother traffic operations.

Communications System

The type of communications system chosen is dependent on the type of transit vehicle detection/priority request system an agency has chosen to implement.  If the agency chooses a direct connection between vehicle and intersection, communications will differ greatly from a plan which involves connecting to an intermediate control center.  A direct connection between a vehicle and a priority request generator can be achieved, for example, with Digital Short Range Communications (DSRC) technology.  An indirect connection between a vehicle and a priority request generator, via a transit management center and perhaps even a traffic management center, can be achieved using radio technology or newer digital wireless technology, such as cellular data (CDPD) (ITSA, 2002).

Traffic Control System

Traffic control signal systems may reside locally at each intersection, or centrally at a control center. A TSP system is independent of the type of traffic control system in place, “provided that the local intersection controller has the minimum programming capability” (ITSA, 2002). There are three main types of traffic control signal systems:

· Fixed-time signals, which function at fixed cycle lengths. That is, green time is static on a given approach,

· Actuated signal control, which operates in response to demand at an intersection, and

· Adaptive/real-time signal control, which contains forecasting algorithms to adjust signal timings for an entire roadway network (ITSA, 2002).

Minimal Technology for Connection Protection
Without the use of technology, the arrival time of vehicles may still be predicted.  That is, a driver who knows the schedule for his or her route, and who is aware of set transfer points, can make their own predictions as to when his or her vehicle will arrive at the transfer point.  This method, while extremely low cost, is incredibly inefficient.  First, a large amount of trust is placed on a human to both remember to make these predictions, as well as to make them effectively.  Additionally, this method places unnecessary distractions on the driver, which can jeopardize his or her safety as well as the safety of the passengers.  However, if Connection Protection were to be implemented as such, the driver could use the vehicle’s horn (if in close proximity) to request that another vehicle wait; or, with minimal technology a driver could communicate to the driver of another vehicle or to a controller who would then communicate to the other vehicle.
If a system has AVL, but does not have vehicle arrival prediction technology, arrival predictions may be conducted by a worker at a control center.  This eliminates the difficulty caused by drivers focusing on extra tasks, but does not remove the potential for human error in predictions.  Additionally, employing a human (or humans) to make predictions is costly, as salaries must be paid continuously, while employing prediction technology only incurs the costs of installing the technology and some occasional maintenance.
CASE STUDY: UTAH TRANSIT AUTHORITY
In January of 2002 the Utah Transit Authority (UTA) in Salt Lake City, Utah completed the implementation of a Connection Protection system.  This system was built largely for the 2002 Winter Olympics held in Salt Lake City.  The total cost of the Connection Protection software and upgrades was $305,000 and was funded by the Federal Transit Administration Office of Research, Demonstration and Innovation, the UTA, the Utah Department of Transportation, and the Federal Highway Administration (Hodges & Hess, 2003).
DESIGN
The UTA currently operates a light rail system, called TRAX, as well as an extensive bus system, some of which feeds into TRAX.  Their system follows a Trunk Line with Feeders design (TRAX acting as the trunk line and the buses acting as feeders).  They have designed their Connection Protection system such that TRAX vehicles are always the “transfer from” vehicles, and buses connecting to TRAX are always the “transfer to” vehicles.  This is because TRAX generally runs on at most 15 minute headways, while buses generally run on 30 minute headways at the least (Hodges & Hess, 2003).  
There are two lines comprising the TRAX system.  They are: the Sandy/Salt Lake Line, which runs north-south between the southern suburb of Sandy and downtown Salt Lake City; and the University Line, which runs east-west between the University of Utah to the east and downtown to the west.  Figure 2 presents a map of the TRAX system.  The line in blue is the Sandy/Salt Lake Line and the line in red is the University Line (Battelle Memorial Institue, 2003).
Not all connections between TRAX vehicles and buses are protected.  Currently, Connection Protection is only implemented for weekday trips.  Additionally, the only TRAX stations included in the Connection Protection system are the Ballpark through Sandy Civic Center stations on the Sandy/Salt Lake Line.  Connection Protection is not implemented on the University Line because there is currently construction on that line forcing buses to detour away from locations where efficient connections can be made.  Connection Protection is not implemented at the five downtown locations (Delta Center through Courthouse) because stations do not have convenient meeting points between 

Figure 2: Map of the TRAX System
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Source: Battelle Memorial Institute. “Final Evaluation Plan: Utah Transit Authority Connection Protection System.” 2003.

buses and light rail trains (Battelle Memorial Institute, 2003).  Were these connections protected, the walk that passengers would have to make in order to transfer would add even more time to an already held-back bus.
During the design phase of the UTA’s Connection Protection system, buses that connect with TRAX were grouped into several service type categories.  Each category was assigned a length of time for which buses in that category could be held (Hodges & Hess, 2003).  While no formal cost-benefit analysis was conducted, project managers held meetings with Operations Directors, Operations Managers, Route Supervisors, Radio Control staff, and some vehicle operators to “examine what current practices were, what [they] were willing to accept in terms of delay, what current work rules and practices were regarding overtime and extended shifts and all of the other factors that affect bus operations in the field (Hodges, 2004).”  After two years of operation, condition settings for each category have not changed.  However, some routes have been shifted between categories.
In 2002 the Battelle Memorial Institute was selected by the Federal Transit Administration (FTA) and the USDOT Intelligent Transportation Systems (ITS) Joint Program Office (JPO) to conduct an extensive evaluation of the UTA Connection Protection system.  While the final results of this evaluation are yet to be released, Battelle has documented some of their initial findings:
The total number of connections available for Connection Protection (i.e., unique buses departing any station between Sandy Civic Center and Ballpark on the weekdays) is 1,227.  It should be noted, however, that during Battelle’s main period of focus (September to December, 2002), only 77 of these connections were actually protected.  This constitutes about 6% of the total available connections.  The reason for this is still unclear and will hopefully be explained in the final results. I hope so!
TECHNOLOGY
The UTA jointly developed its Connection Protection system and its TRAX Passenger Information system.  On TRAX vehicles they installed a Mobile Data Terminal (MDT) which contains a GPS receiver, providing AVL data to a UTA control center.  MDTs were also installed on buses, but without GPS receivers.  While a Connection Protection system can be more efficient when the “transfer to” vehicles provide location information, the “transfer to” vehicles in the case of the UTA (the buses) are located based on their schedules, due to budget constraints.  The bus MDTs receive and display “HOLD” and “HOLD UNTIL” requests to drivers.  The bus MDTs also identify themselves to a central MDT log, specifying the route on which they are currently traveling.  The communications system used in this implementation is a system of 900 MHz radios installed on TRAX vehicles for transmitting GPS data to the passenger information system and 450 MHz radios on the buses for receiving Connection Protection messages (Hodges & Hess, 2003).
The Connection Protection system consists of a series of servers working together.  The main server, the Connection Protection server, receives inputs from the other servers in order to make decisions.  Late train information and arrival time predictions are sent to the Connection Protection server from the Passenger Information Server.  If a late TRAX vehicle is detected, the CP server queries the TOPS server containing a Correlation Database which provides a list of bus routes, locations, and bus route service category to be affected by the late train.  The CP server then determines whether the arrival of the TRAX vehicle will be within the time threshold of any these bus routes’ service categories.  If so, a “HOLD” request is sent to the next bus on each route scheduled to arrive at the affected location.  First, the MDT log is queried to determine which bus this should be.  Then, the message is sent to a radio server which forwards the message to the bus.  The message is also sent to a radio log server which can be accessed by dispatchers and members of customer service.  If the TRAX vehicle is running too late, a radio controller will receive a message detailing which buses will be missed by the train (Hodges & Hess, 2003).  Figure 3 depicts the general architecture of the UTA’s Connection Protection system.

Figure 3: UTA Connection Protection System Architecture
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Source: Richard Hodges and Nolan Hess. “UTA Bus/Rail Integration Project Light Rail to Bus 
Connection.” 2003.

IMPLEMENTATION AT KING COUNTY METRO
King County Metro is the largest public transportation agency in King County.  “Metro operates a fleet of about 1,300 vehicles -- including standard and articulated coaches, electric trolleys, dual-powered buses, and streetcars -- that serves an annual ridership of 100 million within a 2,134 square mile area (Metro Transit, 2004).”
The bulk of Metro’s transit system is bus-based and contains some features of each transit network pattern.  Transfers are rarely necessary for trips to Seattle’s CBD; however, other types of trips may often require transfers.  While making changes to the system to minimize transfers is theoretically possible, it is a costly and unlikely solution.  Thus, it is possible that a Connection Protection system may be helpful to minimize on missed connections.
 Currently, King County Metro does not have an official Connection Protection system.  However, if a passenger on one bus wishes to transfer to a bus that is ahead (but within sight distance) of the bus he or she is currently on, operators are instructed to sound the horn five times.  The “transfer to” bus should then wait at the next stop for the passenger wishing to transfer.  In the past, rather than sounding the horn, drivers would radio a verbal communication to the control center which would, in turn, inform the “transfer to” bus.  This practice has, for the most part, become obsolete, as the system has gotten too busy for drivers to handle every transfer request in this manner.  This does still occur sometimes in the case of a disabled passenger who may need more time for a transfer or in less busy times, such as late night (Fellows, 2004).
DESIGN
A discussion with Rob Fellows of King County Metro, led to some interesting findings regarding design for a Connection Protection system within Metro.  As it turns out, detailed cost-benefit analysis is not a cost effective solution for Metro.  Instead, it was determined that a CP implementation should start small, with only several locations and transfers protected.  After a certain amount of time, an evaluation can take place and the CP system can be expanded to protect more connections.  Unfortunately, there is little data available concerning actual numbers of transfers to and from Metro routes at specific points and times.  Thus, Metro may choose to perform some data collection before making the final decisions as to where Connection Protection should be implemented.
Mr. Fellows suggested several routes and locations for which it might make sense to pilot a Connection Protection program.  Each has unique characteristics.  There may be others similar to the ones listed below, but these serve as examples of types of transfers that may be most eligible.
Route 44
Route 44 serves as a major east-west connector on the north side of the Seattle Ship Canal.  It connects Ballard and Wallingford to the University of Washington (UW), a major employment center, and destination for college students in Seattle, via N 45th St and eventually, NW Market St.  Figure 4 presents Metro’s route map for route 44.
Figure 4: King County Metro, Route 44
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Source: King County Metro. “Route Map: Route 44.” 2004.

While there are several direct routes that go to the university from the northwest neighborhoods of Seattle (Ballard, Crown Hill, Sunset Hill, Loyal Heights, Phinney Ridge, Fremont, Greenwood, etc.), these routes are not accessible by all parts of these neighborhoods.  Therefore, many residents of these neighborhoods who commute to the UW must make transfers.  Since route 44 runs on 5 – 13 minute headways during peak hours and approximately 15 minute headways off-peak, many will take a less frequent north-south bus to NW Market St or N 45th St in order to catch route 44 east to the U-District.
Route 44 has characteristics of a trunk-feeder system, however, the north-south buses which “feed” the #44 are, for the most part, headed to or from the Seattle CBD.  Thus, the north-south routes run more frequently than would feeders.  Additionally, the consequences of one of these buses falling behind schedule are more severe than in a trunk-feeder network.  That said, route 44 may still function as a potential candidate for a “transfer from” route in a Connection Protection system due to the high volume of passengers transferring to and from this route for access to the UW.  
The morning commute to the UW is not expected to cause many problems to those who transfer onto route 44.  This is because headways are short, so if a north-south bus misses its connection with a vehicle on route 44, another vehicle will arrive shortly.  It is the afternoon/evening commute that is most eligible for Connection Protection since passengers will be alighting from short-headway, westbound vehicles and transferring to routes with long-headways.  Additionally, in the afternoon/evening, northbound buses will have already picked up the bulk of their passengers when they were in the CBD, so the number of passengers waiting for a late bus to arrive will be small.  Southbound buses, though less frequent than northbound buses, will also have lower passenger volumes than in the AM since fewer people go to the CBD in the evening.  
Some eligible north-south routes are (for simplicity’s sake, we will only examine northbound routes):

· Route 15 which runs on 20 minute headways and meets route 44 at 15th Ave NW and NW Market St eight times between 4-7 PM.
· Route 16 which runs on 20 minute headways (mostly) and meets route 44 at Stone Way N and N 45th St ten times between 4-7 PM.

Other routes that connect with route 44 have shorter headways; the costs of missing a connection may no longer be worth holding the vehicle.

Routes 26 & 28
In the evenings and on Sundays, routes 26 and 28 are split such that route 26 runs between downtown Seattle and Fremont (N 34th St & Fremont Ave N), and route 28 runs between Fremont and the intersection of N 145th St & Aurora Ave N.  During these times, many passengers wishing to travel between downtown Seattle and points along route 28, north of Fremont, must use routes 26 and 28.  This is called Night/Sunday shuttle service.
Both of these routes run on approximately 30 minute headways and are given a 2-13 minute connection time, headed south and a 0-1 minute connection time headed north.  Operators of these buses may be instructed to wait until the scheduled connecting vehicle has arrived.  However, if a “transfer from” vehicle is running particularly late, it might be best for the “transfer to” vehicle to depart.  Connection Protection could be useful here because the system could order the “transfer to” bus to depart on schedule, rather than having that bus wait for a certain amount of time and then depart without even receiving the benefits of the “transfer from” vehicle’s transferring passengers.
Route 358

Route 358 is a special case because it is a north-south route that goes to the CBD, but since it is possible to take a route directly to the CBD from almost anywhere, connections to and from route 358 are less common than with some of the routes described above.  However, route 358 serves Aurora Ave N which is a major shopping street.  Therefore, those who wish to access Aurora Ave N from their homes (often people without access to an automobile) may need to transfer onto and off of route 358.  

So, while the number of people transferring off of the #358 is relatively low, there is a reason why it has been chosen as an eligible Connection Protection route: route 358 has a higher potential of receiving funds for new Intelligent Transportation Systems (ITS) projects than do other routes.  This route has recently been receiving treatment similar to that of a Bus Rapid Transit (BRT) line.  For example, several stops have been removed from the route, there are some stretches where buses have exclusive right-of-way, electronic passenger information signs are being installed at two locations, and more importantly, TSP has been implemented (Fellows, 2004).

TECHNOLOGY
A full implementation of Connection Protection can be very costly when it is necessary to purchase and put into operation all of the technological components (AVL, GIS, Communications, Connection Protection, etc.).  Metro, however, has already implemented several systems for other purposes, which can be leveraged for use in a Connection Protection system.  Additionally, they are planning a major upgrade to much of their technology in a project called “smart” bus.  In “smart” bus, much of the technology will reside on buses rather than in control centers (Overgaard, 2004).  
This section will focus on integration of CP with the updated technology.  This is because it makes little sense to integrate Connection Protection with the current technology given that by the time the system is in place, the current technology will most likely be obsolete and an upgrade will be necessary.  According to Dan Overgaard of King County Metro, the future technology that can be leveraged for a Connection Protection implementation is as follows:
· Communications System – Metro will be using two-way radios which can support both data and voice.  They will have access to two communications channels.
· AVL System – Metro will be upgrading to a GPS-based AVL system, from their current signpost system.  Dead reckoning will help to ease the “urban canyon” effect.  Instead of responding to a query from the control center, buses will now “sound off” to relay their locations to the control center.  That is, a bus will listen for other buses to transmit their locations and will do the same when it has heard its predecessor.
· Mobile Data Terminals – New MDTs will be installed on Metro buses and can be leveraged for display of “HOLD” and “GO” requests in a Connection Protection implementation.
Additional technology that may be leveraged includes:

· Transit Signal Priority – TSP for Metro vehicles currently exists in a few corridors throughout King County (King County Metro, 2004).  Where TSP exists and Connection Protection is implemented, TSP can bring buses delayed by CP close to or back on schedule.  Where TSP does not exist, it is not necessary to implement for a functioning CP system.
· Arrival Prediction Software – A group called ITS UW at the University of Washington has developed real-time prediction algorithms that work with Metro buses to determine when buses will arrive at certain points.  This system, called MyBus, has not been built to work with GPS-based AVL data, nor has it not been fully adopted by Metro, even though it does work with Metro’s current technology (Overgaard, 2004).  It is unclear whether it would be used in a GPS-based Connection Protection system.
Amazingly, then, the only technology required for Connection Protection that is not already in existence or scheduled for implementation is the Connection Protection software itself (unless MyBus does not get adopted).  The cost for this software will be low, as Metro is not interested in its cost-benefit analysis capabilities.  Thus, the cost should be similar to the cost for the Connection Protection software at the UTA, which was $305,000.
INTERAGENCY CONNECTIVITY
Metro is not the only transit agency that serves King County.  Other agencies carry passengers into the Seattle CBD, the University District, or parts of the Eastside from locations not served by Metro, often outside of King County.  Community Transit operates within Snohomish County and between Snohomish and King Counties.  Pierce Transit transports passengers within Pierce County and between Pierce and King Counties.  Sound Transit runs many routes within and between each of these counties, but is operated by the agency in the county corresponding to each route.  Sound Transit also runs a commuter rail service between Tacoma and downtown Seattle and Everett and downtown Seattle.  This service is called Sounder.  Last, the Washington State Department of Transportation (WSDOT) operates ferries which connect to bus routes in King and other counties.
For people traveling from outside of King County to some location in King County only served by Metro (or the other way around), a transfer to (or from) a Metro vehicle is necessary.  Then, it is to both agencies’ benefit to protect these transfers.  This is because satisfied passengers are more likely to continue to use these services.
If connections are only to be protected from Metro’s vehicles to other agencies’ vehicles, “transfer to” vehicles only require MDTs and communication devices compatible with Metro’s communication system.  This is because “transfer to” vehicles never need to know where the corresponding “transfer from” vehicles are or when they will arrive.  They only need to know whether or not to hold.  If connections are to be protected in both directions, then there are several choices.  Participating agencies can implement full Connection Protection systems including all necessary technology.  The other option is for participating agencies to install AVL only and send that information along with route information to Metro where Metro can complete the rest of the process.  Since Sound Transit buses are outfitted with whatever technology their operating agency chooses for their own buses (Fellows, 2004), Connection Protection between Metro buses and Metro-operated Sound Transit buses will be no more difficult than between two Metro buses.
While buses make up the majority of King County’s transit network, it is also important to at least consider connections between modes.  Sounder only operates four trips per day (two round trips to/from each of two destinations); however, it is not likely that Sound Transit will hold these trains for late buses (Fellows, 2004).  This is unfortunate because the impacts of missing one of these trains is great considering that it was the only trip in that direction on that day.  It is possible, however, to consider protecting bus connections from Sounder.  This would require AVL data from Sound Transit.  Again, with this data Metro can complete the process on their own.
The WSDOT operates the Washington State Ferries (WSF).  Like Sounder, it is unlikely that WSF will hold a vehicle for a late bus.  However, the impact is not as great since WSF runs many ferries per day.  Metro may want to protect connections for passengers transferring from ferries to buses.  Conversely, depending on the bus route, transfer volumes from ferries may be important enough to actually hold the bus for as long as it takes.  This is more likely to be the case, however, for non-Metro buses which operate in places like Kitsap County (Hallenbeck, 2004).  This is because Metro buses traveling from Pier 52 in downtown Seattle will most likely pick up other passengers along their routes.  Additionally, Seattle is too large to cover the destinations of all ferry passengers in just a few routes.  This is not the case in Kitsap County, as most of the county is covered by a few routes.
Future Opportunities

Currently, there are several major rail transit projects in the works for King County.  Sound Transit’s 14-mile Central Link light rail broke ground in November of 2003 and will serve commercial and industrial areas in Beacon Hill, Rainier Valley, Tukwila, downtown and south of downtown Seattle, and SeaTac (Figure 5).  Projections for the year 2020 are estimated at 42,000 riders per day (Sound Transit, 2004).  

Figure 5: Sound Transit Central Link Route Map
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Source: Sound Transit. “Central Link light rail.” 2004.
Sound Transit is also planning to extend the Central Link to the north.  The preferred alignment for this route (the North Link) has recently been chosen, although there are some aspects still being debated.  The North Link will extend north from downtown Seattle through First Hill, Capitol Hill, under Portage Bay and into the University District.  It will then continue north through the Roosevelt neighborhood and will terminate at Northgate.  Figure 6 shows the preferred alignment for the North Link.  
Figure 6: Sound Transit North Link Route Map
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Source: Sound Transit. “Extending link north.” 2004.
A final Supplemental Environmental Impact Statement, adopted route, and schedule will be available in 2005 at the latest (Sound Transit, 2004).

The final major rail project is the Seattle Monorail Project, put forth by the Seattle Popular Monorail Authority.  The first (and only) approved portion of this project is a 14-mile monorail line running from Ballard to West Seattle, through Seattle Center, downtown Seattle and the stadiums.  The first segment of this line is set to open in 2007 and is estimated to provide 69,000 trips per day (Seattle Popular Monorail Authority, 2004).
Each of these rail projects has incredible potential for functioning under a Connection Protection system.  They could function as the trunks in a trunk-feeder system.  They would all rely on King County Metro to supply feeder buses to support projected levels of ridership.  Therefore, a Connection Protection system could be similar to that of the UTA, where the rail lines can be compared to TRAX and Metro buses to UTA buses.  All that would be necessary from the standpoint of the rail projects would be AVL systems.  At this time it is not clear whether AVL will be installed on these trains.
CONCLUSION
Connection Protection has the potential to provide enormous overall time savings to passengers at King County Metro.  The locations proposed for a trial of the system should be further examined before implementation takes place.  After locations are chosen, post-implementation evaluation will determine whether the system is providing the intended benefits.  If so, the system can be extended to include more and more of Metro’s transit network.
A functioning Connection Protection system will likely improve customer satisfaction.  This, in turn, could stimulate ridership, making Metro less dependent upon federal, state, and local funding.  Furthermore, higher ridership levels could result in a lower dependence on automobiles in King County.  Therefore, not only could a CP system benefit King County Metro and its riders, it could also benefit the whole of the Seattle Metropolitan region.
You managed to cover a wide variety of literature and technologies for this paper. I would guess that you learned a great deal. You touched on most aspects of transit operations. This is a very nice paper that might be publishable with some additional work.  It looks like I won’t be going to Sweden until February. Remind me of your schedule.  Thanks,  Scott
REFERENCES
Attanucci, John P, Rick Halvorsen, “What GIS Can Do for Transit Planning.” 
Proceedings of Operations and Service Planning Symposium, Washington, DC, 
1993.
Battelle Memorial Institute. “Final Evaluation Plan: Utah Transit Authority Connection 


Protection System.” 2003.

Boon, Catherine. “APTS: Transit Signal Priority.” University of Washington, Course 


Lecture. Seattle, WA. 26 Jan. 2004.

Boon, Catherine. “Vehicle Location Technology.” University of Washington, Course 


Lecture. Seattle, WA. 21 Jan. 2004.

Dana, Peter H. “Global Positioning Systems Overview.” Department of Geography, 
University of Texas at Austin. 1999.

Fellows, Rob, King County Metro. Personal Interview. May 27, 2004.

Hallenbeck, Mark. Personal Interview. April 30, 2004.

Hodges, Richard and Nolan Hess. “UTA Bus/Rail Integration Project Light Rail to Bus 
Connection Protection.” November, 2003.

Hodges, Richard. Personal E-Mail. May 6, 2004.

Intelligent Transportation Society of America, “An Overview of Transit Signal Priority.” 
Prepared by the Advanced Traffic Management Systems Committee and the 
Advanced Public Transportation Systems Committee. 2002. 

Metro Transit. 2004. Retrieved May 22, 2004 from http://transit.metrokc.gov.

Overgaard, Dan, King County Metro. Personal Interview. April 16, 2004.

Peng, Zhong-Ren, Edward A. Beimborn, Simi Octania, and Richard J. Zygowicz. 

“Evaluating the Benefits of Automated Vehicle Location Systems in Small and 
Medium Sized Transit Agencies.” Center for Urban Transportation Studies, 
University of Wisconsin – Milwaukee. 1999.
Seattle Popular Monorail Authority. 2004. Retrieved May 30, 2004 from 
http://www.elevated.org.

Transit Cooperative Research Program. Transit Capacity and Quality of Service Manual. 
2nd Edition.  Transit Cooperative Research Program Report 100. Washington, DC: 
Transportation Research Board. 2003.

PAGE  
2

