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Case

• Who has a language with case?

• What is our general strategy going to be?

• What types need additional constraints?

• Do you need any additional types?

• Do you need any lexical rules?



Case: General strategy (1/2)

• If you language has inflectional case...

• Define a feature CASE appropriate fornoun(and...?)

• Define a typecaseand appropriate subtypes.

• Define subtypes ofverb-lex(may already be defined) and

constrain CASE on ARG-ST elements.



Case: General strategy (2/2)

• Define a lexical rule to add case endings to nouns, and/or

• Define lexical entries for pronouns with CASE

information, and/or

• Define lexical entries for determiners with CASE

information (and constrain nouns to require dets with

matching case)



What about case-marking adpositions?

• If your language always has an adposition:

• Verbs select foradpcomplements, with appropriate

CASE values

• CASE is appropriate foradp

• Adpositions specifenditemize



And another kind of case marking adp

• If your language has argument positions that can

either be filled by PP or NP (for the same verb):

• Verbs select for+np complements, with appropriate

CASE values.

• CASE is appropriate foradp

• Nouns are probably underspecified for CASE.

• Adpositions specify an appropriate CASE value.

• Case-marking adpositions are semantically empty



Agreement: General strategy

• Distinguish semantic from syntactic agreement

• Pronoun-antecedent agreement is semantic

• Until we need distinct syntactic agreement, keep any

agreement involving the same features semantic.

• (Semantic) agreement features live on the INDEX.



Agreement: General strategy

• Noun classes (inherited by specific lexical entries)

specify inherent properties (like person or

gender/noun class)

• Inflectional rules for nouns specify varying properties

(number)

• Lexical rules for agreeing verbs constrain the

INDEX.PNG of their arguments appropriately.

• Agreeing modifiers/determiners specify the

INDEX.PNG of their MOD/SPEC appropriately

(through lexical types or lexical rules)



Modification: Syntax

• Modifiers select the heads they modify via the MOD

feature (inside HEAD).

• The value of MOD is a list ofsynsems.

• Head-modifier rules are cross-classified according to

order (head-adj, adj-head) and the intersective/scopal

distinction.

• You might already have head-modifier rules in your

grammar (probably just instances in rules.tdl which

inherit directly from types in matrix.tdl).



Intersective modifiers

• Adjoined via a ‘head-compositional’ PSR (syntactic

head is semantic head)

• ARG1 is MOD’s INDEX (individual)

• LTOP = MOD’s LTOP (constraint on rule)



Scopal modifiers

• Serve as semantic head daughters

What does this mean in tdl?

• Identify their own INDEX with their MOD’s INDEX

(why?)

• Take a handle-valued ARG1

• Insert a qeq between their ARG1 and their MOD’s

LTOP (why?)



Scopal modifiers: examples

• Kim did not read every book.

• Kim probably read every book.

• The most likely winner of every medal was

disqualified.



Other non-intersective modifiers

• The alleged criminal

• The fake gun

• . . .



Gate keeping

• The phrase structure rules for intersective and scopal

modifiers need to be different.

• Ponder why (‘an apparently difficult problem’)

• Use subtypes oflocal to constrain which rule gets

used.

No other use for subtypes oflocal

Modifiers constrain LOCAL inside their MOD

value



Scopal mod phrase

scopal-mod-phrase := head-mod-phrase-simple &

[ NON-HEAD-DTR.SYNSEM.LOCAL [

CAT.HEAD.MOD < [ LOCAL scopal-mod ] >,

CONT.HOOK #hook ],

C-CONT [ HOOK #hook,

HCONS <! !> ] ].



Intersective mod phrase

isect-mod-phrase := head-mod-phrase-simple &

head-compositional &

[ HEAD-DTR.SYNSEM.LOCAL.CONT [

HOOK.LTOP #hand,

MSG no-msg ],

NON-HEAD-DTR.SYNSEM.LOCAL [

CAT.HEAD.MOD < [ LOCAL intersective-mod ] >,

CONT.HOOK.LTOP #hand ],

C-CONT.HCONS <! !> ].



Open issues

• Possible positions for adverbs (of different classes)

• Semantically, shouldfakeandlikely get the same

treatment?

• Non-iterating modifiers (though we’ve made some

progress this quarter)

• Allowing heads to be sensitive to properties of

modifiers (e.g., ADV-aa in Kannada questions)



Precision Grammars and Corpus Data

• Theoretical motivation

• Methodology

• Results

• Your grammars

• Precision grammars and NLP



Theoretical motivation (1/2)

• Corpora as a sole source of data are inadequate

because:

They are limited in size and may not reflect the

full range of grammatical constructions.

They contain errors due to processing and reflect

other extragrammatical factors.

They can only provide positive (attested)

examples, and not contrasting negative ones.



Theoretical motivation (2/2)

• Intuitions as data are inadequate because:

Grammaticality is neither homogeneous nor

categorical.

Grammaticality judgments are frequently formed

in unnatural context vacuums.

Social/cultural biases color judgments.

Relying solely on intuitions limits linguists to

only the data they have the imagination to think up.



Combine the two types of data for better

results!

• Grammar engineering provides a sophisticated way

of doing so.

• Precision grammars encode a sharp notion of

grammaticality.

• Use grammar as a representation of intuitions.

• Use the corpus as a source of further data to explore.

• Process the corpus with the grammar...



Methodology

• Randomly select 20,000 strings (‘sentence tokens’) from

the BNC written component.

• Strip punctuation, tag for part-of-speech, tokenize proper

names and number expressions, normalize to American

spelling.

• Select those strings with full lexical span (32%).

• Process these strings with the ERG to isolate those that

can’t presently be parsed.

• Use treebanking technology/methodology to validate

parses.

• Propose paraphrases of the unparseable strings until the

ERG is able to parse one.



Results: Grammar coverage

• 57% of strings parsed.

• 83% of parsed strings assigned a correct (preferred)

parse, perhaps among others.

• Average ambiguity for 10-20 word strings: 64 parses.



Results: Causes of parse failure

Cause of parse failure Frequency Category

Missing lexical entry 41% grammar

Missing construction 39% grammar

Fragment 4% grammar

Preprocessor error 4% neither

Parser resource limitations 4% neither

Ungrammatical string 6% corpus

Extragrammatical string 2% corpus



Missing lexical entries (1/2)

• Incomplete categorization of existing lexical items

tableas a verb

‘universal grinder’

• Syntactically-marked MWEs

take off, verb +up

off screen, at arm’s length

High frequency: verb-particles constitute 1.6% of

BNC word tokens



Missing lexical entries (2/2)

• Drawbacks to introspection alone: subtle gaps like

transitivesuffer

• Drawbacks to corpus data alone:tell in the ‘discover’

sense:
@Not sure how you can tell.

Can/could you tell?

Are you able to tell?

*They might/ought to tell.

How might you tell?

*How ought they to tell?



Missing constructions (1/4)

•
@However pissed offwe might get from time to time...

• ERG specifically disallowed this.

• → Corpus data as a check on introspection.

• Further corpus investigations surprised ys.



Missing constructions (2/4)

•
@He’s a good player and ahell of anice guy, too.

• Baldwin et al present this as a semantic puzzle:

Apparent syntactic attachment to NP/N′ because

of definiteness restrictions

Semantic attachment to adjective (intensifier)

• Still complex, but less mysterious, in a world where

definiteness is encoded as a feature of indices.



Missing constructions (3/4)

•
@The price of train tickets can vary fromthe

reasonableto the ridiculous.

• Exocentric NPs not limited to classes of people.

• What adjectives can appear here, and with what kinds

of referents?



Missing constructions (4/4)

•
@This sort of response was also noted in the sample

task forcriterion 2.

• ‘Title’ (common noun) + series element

• Frequent in corpora (like dates, number names,

quotatives)

• Not usually remarked on in syntactic theory



Extragrammatical strings

• Prime example: Structural markup:
@There are five of these general arrest conditions:

(a) the name of. . .

• Preprocessing requires interface to grammar:
@(I) The Mrs Simpson could never be Queen.
@(I) rarely took notes during the thousands of

informal conversational interviews.



Summary

• Methodology goes beyond merely using the corpus

for inspiration.

encoding intuitions in the grammar

use the grammar to process the corpus, twice:

filter out ‘easy’ cases, investigate where in a string

the problems are

• Provides detailed feedback to grammar developers

• Turns up previously unnoted constructions, which

might be too low frequency to be found otherwise



How about your grammars?

• Role of corpora so far?

• How to get from current state to something that could

turn up unexpected constructions?



Precision grammars in NLP

• Baldwin et al: Notion of grammaticality cuts down

on spurious ambiguity and crucial in avoiding

ill-formed output in generation

• Elsewhere: Value of elaborated semantic

representations

• Cost: Could grammar development ever become

cheaper than treebank development?
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