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Outline

* What is a classification problem?
 How to solve a classification problem?

« Case study



What Is a classification
problem?



An example: text classification task

Task: given an article, predict its category.

Categories:
— Politics, sports, entertainment, travel, ...
— Spam or not spam

What kind of information is useful to solve
the problem?



Classification task

Task:

— C s afinite set of labels (a.k.a. categories, classes)
— Given a X, decide its category y € C.

Instance: (X, y)
— X: the thing to be labeled/classified
- yeC.

Data: a set of instances
— Labeled data: y is known
— Unlabeled data: y is unknown

Training data, test data



More examples

« Spam filtering
o Call center

 Sentiment detection
— Good vs. Bad
— 5-star system: 1, 2, 3,4, 5



POS tagging

Task: given a sentence, predict the tag of each word in
the sentence.

Is it a classification problem?
Categories: noun, verb, adjective, ...
What information is useful?

What are the differences between the text classification
task and POS tagging?

=>» Sequence labeling problem



Tokenization / Word segmentation

« Task: given a string, break it into words.

« Categories:
— NB (no break), B (with break)
— B (beginning), I (inside), E (end)
— B1 (18t char), B2 (2"d char), B3 (3" char), I, E, S

« Exiclc2||c3c4ch
— c1/NB c2/B c3/NB c4/NB c5/B
— ¢c1/B c2/E c3/B c4/l c5/E
— C1/B1 c2/E c3/B1 c4/B2 c5/E

« Relation to POS tagging?



How to solve a
classification problem?



Two stages

« Training stage
— Learner: Training data =» classifier

« Testing stage
— Decoder: Test data * classifier =» classification results

* Others:
— Preprocessing stage
— Postprocessing stage
— Evaluation
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Training, test, and evaluation

Preprocessing
Post-processing




How to represent x?

« The number of possible values for x could be
Infinite.

« Representing x as a feature vector:
X=<V,Vo,..., V>

x=<f,=v,,f,=v,,..., f =v >

 What is a good feature?
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An example

Task: text classification

Categories: sports, entertainment, living, politics,

doc1 debate immigration Iraq ...
doc2 suspension Dolphins receiver ...

doc3 song filmmakers charts rap ....
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Training data: attribute-value table
(Input to the training stage)

f, f, 1% Target
X1 0 1 2.5 -1000 |c,
X, 2.5 0 0 20 Cy
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A classifier

* |tis the output of the training stage.

 Narrow definition:
— f(x) =y, Xxisinput,y € C

« More general definition:
— f(x) = {(c;, score;)}, ¢, € C.
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Test stage

* |nput: test data and a
classifier

« Output: a decision
matrix.

Xy [Xy  |Xs
c, [0.1]04 |0
c, 090 |O
c; (0 (0.1 (04
c, |0 |05 |0.6
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Evaluation

Gold + _
System
+ TP FP
- FN TN

Precision = TP/(TP+FP)
Recall = TP/(TP+FN)
F-score = 2PR/(P+R)

Accuracy=(TP+TN)/(TP+TN+FP+FN)

F-score or Accuracy?
Why F-score?



An Example

Gold +
System

+ 1

A

- 5

90

Accuracy=91%

Precision = 1/5

Recall = 1/6
— o = 2x1/5x1/6

~-scor
=C0 1/511/6

=2/11
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Steps for solving
a classification task

Prepare the data

— Convert the task into a classification problem (optional)
— Split data into training/dev/test

— Convert the data into attribute-value table

Training
Testing

Postprocessing (optional): convert the label sequence to
something else

Evaluation
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Important subtasks (for you)

« Convert the problem into a classification task

« Converting the data into attribute-value table
— Define feature types
— Feature selection
— Convert an instance into a feature vector

« Select a classification algorithm
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Classification algorithms

* Decision Tree (DT)

« K nearest neighbor (KNN)

* Naive Bayes (NB)

 Maximum Entropy (MaxEnt)*

» Support vector machine (SVM)**
« Conditional random field (CRF)**

=» Will be covered in LING572
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More about
attribute-value table
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Attribute-value table

f, f, 1% Target
X4 0 1 2.5 -1000 |c,
X 2.5 0 0 20 C,
X3
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Binary features vs.
real-valued features

Some ML methods can use real-valued features, others
cannot.

Very often, we convert real-valued features into binary
ones.

— temp 69
— Use one threshold: IsTempBelow60 O
— Use multiple thresholds:

« TempBelowO0 0 TempBetOAnd50 O
TempBet51And80 1 TempAbove8l O
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Feature templates vs. Features

« A feature template: CurWord

« Corresponding features
— CurWord=Mary
— CurWord=the
— CurWord=book
— CurWord=buy

* One feature template corresponds to many features
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Feature templates vs features
(cont)
curWord book

can be seen as a shorthand of

curWord=the O curWord=a 0
curWord=Mary O ..... curWord=book 1 ...
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An example

Mary will come tomorrow

W 4 W, W_; W W, y
x1 <s> Mary <s> Mary will PN
X2 Mary will Mary will  come V
X3 will come will come tomorrow V

This can be seen as a shorthand of a much bigger table.
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Attribute-value table

* ItIs a very sparse matrix.

* In practice, It is often represented in a
dense format.
— Ex: x1=<f1=0, f2=0, f3=1, f4=0, f5=1, f6=0>
x1 f31 51
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Case study
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Case study (I)

The NE tagging task
— Ex: John visited New York last Friday.

=» [person John] visited [location New York] [time last
Friday]

Is it a classification problem?

— John/person-B visited/O New/location-B
York/location-I last/time-B Friday/time-|

What is x? What is y?

What features could be useful?
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Case study (Il)

« Task: identify tables in a document
 What is x? What i1s y?

 What features are useful?
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An example

Table 4: Performance on the development set (the span number in the gold standard is 447)

Features Swatem Classification Exact match Partial match
span mim AccUracy prec | recall | fscore | prec | recall | fecore
Fegex templates 260 W/A GE A0 [ 4116 | 5140 | G026 | 50.73 | T4.58
2 130 2150 6246 | I0.01 A0EE [ O7.E0 [ 3541 | H.02
F 405 03.28 5R.27 | 52.80 | 5540 | 0556 | 8658 | G0.85
Fi+F [ B0.26 G167 [ 24.83 aRA0 [ BTIT | 3266 | 4657
F+F 420 04,42 G3.00 [ 50,28 6113 [ D381 | 88.14 | 0,88
Fo+ Fy 330 02,68 Ti.81 [ 57.40 G530 [ 23.21 | 7060 | BO.40
Fe+ Fy 456 05,91 80,92 [ 3255 | B1.73 | Q364 | 9553 | .57
R4+ +Fs 370 03.30 7514 [ 62.20 G205 [ D51 [ 7740 | BL70
F+F+F Ak 7.0 B4.68 [ 54.11 B440 | D505 [ D530 | D562
Fo+Fa+ Fy 431 or.y B6.7T7 | B3.67 | B6.1D | DT.65 | Bd1s [ 95,00
R+ + T+ EE] OR.00 OO0 [ 56,80 | BR.38 | O7.22 | 074 [ 0544

Tahble i: Performance on the test set (the

span number in the gold standard 1= 843)

Features Swstem Classification Exact match Partial match
SpAN T ACCUracy prec | recall | fscore | prec | reeall | fscore
Regex templates 587 MN/A T4.05 | 5210 | G1.64 | OB.64 | 6R.68 [ 8005
Fy 718 02.45 Er.02 | 48.64 | 5250 | 0402 | BO.1D [ HE.56
Fo+ Fy 340 05,66 TEAD | TE.OM | TEST | 0476 | G442 [ G400
Fo+Fa+ Fy 83l 05.895 TrA4 | Ted | TEAS | 8510 | 93.83 | 8450
F+Fa+ 4+ Fy 530 06.83 52.20 [ 81.02 | B1.65 | D651 | 9502 | 8576

However, when we ran the same algorithm on the
IGT data, the accuracy was only 50.2%.1° In con-
trast, a heuristic approach that predicts the language
ID according to the language names occurring in the
document vields an accuracy of G5.6%.

Because the language name associated with an
IGT instance almost always appears somewhere in
the document, we propose to treat the language IT
task as a reference resolution problem, where IGT
instances are the mentions and the langnage names
appearing in the document are the enfifies. A lan-
euage ldentifier simply needs to link the mentions
to the entities, allowing us to apply any good res-
olution algorithms such as (Soon et al, 2001; Ne,

for ODIN's data: bootstrapping WLFP tools (specif-
icallv taggers), and providing search over ODIN'=
data (as a kind of large-scale multi-lingnal search).

3.1 IGT for bootstrapping NLFP tools

Since the target line in IGT data does not come with
annotations (e.g., POS tags), it s first necessarv to
enrich it. Once enriched, the data can be used as a
hootstrap for tools such as taggers.

3.1.1 Eunriching IGT

In a previous study (Xia and Lewis, 2007), we pro-
posed a three-step process to enrich IGT data: (1)
parse the English translation with an English parser
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Case study (1)

 Task: Co-reference task

— Ex: John called Mary on Monday. She was
not at home. He left a message on her
answer machine.

 What is x? What Is y?

« What features are useful?
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Summary

* Important concepts
— Instance: (X,y)
— Labeled vs. unlabeled data
— Training data vs. test data
— Training stage vs. test stage
— Learner vs. decoder
— Classifier
— Accuracy vs. precision / recall / f-score
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Summary (cont)

Attribute-value table vs. decision matrix
Feature vs. Feature template

Binary features vs. real-valued features
Number of features can be huge

Representation of attribute-value table
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