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SDS Errors in Understanding

Mismatch between action intended vs. action taken
● ASR (automatic speech recognition)
● NLU (natural language understanding)

Prevent
● improve ASR
● simplify tasks
● constrain domain or vocabulary

Detect/Correct 
● ???



Why Bother?

An efficient error handling strategy could allow our SDS to
● change system initiative strategy
● change dialog strategy
● modify ASR function

For example, upon detection of a possible 
misunderstanding the system might switch to an ASR 
function better tuned to recognize hyperarticulated speech.



Outline

1. Detection
Can prosodic features be used to recognize corrections?

2. Correction
A quick look at the RavenClaw Architecture for error handling.

3. A Sample Strategy
Using dialog costs to determine the optimum grounding strategy.



Detection: Experiment

TOOT - Phone based, train information dialog system
● 2528 turns, 152 dialogs 
● Initiative:

system, user, mixed

● Confirmation:
implicit, explicit

● Strategy:
adaptive, non-adaptive

● Concept Accuracy - ASR task information recognition
● Word Error Rate  



Detection: Types of Corrections

REP - Repetitions 39%

OMT - Omissions 31%

PAR - Paraphrasing 19%

ADD - Additions 8%

A/O - Additions & Omissions 2%



Detection: Hyperarticulation 
associated with corrections?

Hyperarticulation: 
● slower
● louder
● higher pitch
● follows longer pauses
● greater internal silence

Features 
● f0 - fundamental frequency
● RMAX - energy 
● duration
● length of preceding pause
● speaking rate 

Result: 58% of corrections vs 12% non-corrections



Detection: Machine Learning

Feature set selected for generating classifier: 



Detection: Machine Learning Results

The best feature set saw a reduction in the error rate from 
29% to 15.72%



Correction: RavenClaw Framework

Requirements for Detection/Correction
1. ability to detect errors
2. set of recovery strategies
3. mechanism for selection and employing strategies

Domain Specific  
● Dialog Task Specification

Domain Independent
● Dialog Engine 

○ error handling
○ timing 
○ turn tracking



Correction: Dialog Task 
Specification

● Each agent manages a subpart of the dialog.  
● Information is captured in concepts.
● Each leaf-level agent is associated with a specific 

concept.
● Four types of agent: Inform, Request, Expect, Execute



Correction: Dialog Engine

● Manages Dialog
● Dialog Stack + Expectation Agenda



Correction: Error Handling

● Error Handling (EH) process has a set of strategies 
● Each concept and each basic agent in the DTS gets its 

own EH process
● All EH processes run simultaneously: A gating 

processes determines which process gets placed on top 
of stack



Correction: Error Handling 
Strategies

Misunderstanding vs. Non-understanding
● Incorrect sematic interpretation => leads to action but not likely correct
● No interpretation => no action, but still negative impact on quality of 

interaction

Misunderstanding Strategies
● explicit confirm,implicit confirm,reject

Non-understanding Strategies
● ask repeat, ask rephrase, reprompt, detailed reprompt, notify, yield, 

moveOn, youCanSay, fullHelp



A Sample Strategy

Grounding
 The exchange of positive and negative evidence to reduce uncertainty in the 
dialog

Kinds of evidence
● Display (implicit)
● Clarify (explicit)

...also
● Reject
● Accept



A Sample Strategy
How to decide what kind of evidence to provide?
● Level of uncertainty
● Task related costs and utility
● Cost of grounding action

Typical:  Examine ASR confidence score
● High - Accept
● Mid - Display
● MidLow  - Clarify
● Low - Reject

But, this only looks at one of the three factors...



A Sample Strategy

Principle of Maximal Expected Utility, MEU
● Choose a grounding action (GA), so that the sum of all task-related costs 

and grounding costs are minimized considering the probability that the 
recognition hypothesis is correct.

GA = argMin(a) { P(correct) * Cost(a,correct) +
            P(incorrect) * Cost(a,incorrect) }



A Sample Strategy

● For P(correct) we can use the ASR conf score...But,
...We still need Cost(a, correct), and Cost(a,incorrect)

● Ultimate measure of Cost(a,incorrect) is the reduction in 
user satisfaction, but that is at dialog level, we need turn 
level.

● Efficiency.  "All things being equal agents try to 
minimize their effort at inducing what what intend to do."

                     Total number of syllables uttered.



A Sample Strategy

Grounding Action Costs
● Example: Cost for choosing ACCEPT incorrectly: Number of extra syllables 

needed to later correct the dialog.



A Sample Strategy

Example: A short correction dialog - two syllables
S: Red?
U: Yes.



Questions

?
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Thank You!


