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Introduction 
�  “Biographies, Bollywood, Boom-boxes and 

Blenders” (Blitzer, Dredze, and Pereira) 

�  Motivation 
�  We want to classify many different domains… 
�  But, most corpora are unlabeled and ideally we would 

like to only annotate a few of  them 
�  Idea: Train classifiers on a few select corpora and 

apply them to similar domains 

 
 



Introduction 
�  But… 

�  Problem 1: We know that classification accuracy falls 
off  when using a classifier on a domain different than 
that it was trained on. 

�  Problem 2: What the heck does “similar” mean? 



Structured Correspondence 
Learning (SCL) 

�  Developed by authors in previous work (Blitzer et 
al. 2006)  

�  Originally used for POS tagging 

�  Our intuition is that even when words are distinct 
between domains, they may be able to serve the 
same role for classification. 



SCL 
Example 

Computers Cell Phones 

✔ excellent ✔ 

✔ awful ✔ 

good reception ✔ 

✔ dual-core 



SCL 
Feature Correlation 

�  If  “dual-core” and “good reception” are both highly 
correlated with “excellent”, we can align them 

�  Classifier trained on Computer domain:  
�  f(“dual-core”) = positive 
�  f(“good reception”) = positive 

�  Unlabeled data  



SCL 
Pivot Features 

�  First choose m pivot features in both domains 
�  labeled and unlabeled 

�  Pivot Features: 
�  binary function such as, {appears within n words of  

<token>} 
�  a POS pattern: {PRP VBP PRP$ NN}, as in “I love my 

KitchenAid” 
�  single word such as “excellent” 



SCL 
Mutual Information 

�  SCL originally used in POS tagging.  Frequently 
occurring words are often function words 
(determiners, prepositions) and as such are good 
POS indicators 

�  For SC, need more: Needs to be a good predictor of  
the source label 
�  Mutual Information with the source label.  

�  For example: “excellent” appears in Computers and 
Cell_Phones and most likely has high MI with 
positive sentiment label. 



SCL 
Example – Pivot Selection (books/kitchen) 

 

SCL, not SCL-MI SCL-MI, not SCL 

book a_must 

one a_wonderful 

so loved_it 

very weak 

about don’t_waste 

good highly_recommended 



SCL 
Dataset 

Labeled (1000 positive / 1000 negative) 

�  Books 

�  DVDs 

�  Electronics 

�  Kitchen 

 

Unlabeled (also balanced pos/neg) 

�  3685 DVDs  

�  5945 Kitchen 

 

 



SCL 
Dataset 

�  Dataset 1600 training / 400 test 

�  Baseline is unigram/bigram classifier with no 
adaptation 

�  Gold standard is in-domain classifier trained on 
same domain as tested 



SCL 
Results 



SCL 
Interpretation 

�  Adaptation loss (DVDs to Books) 
�  baseline = 7.6% 

�  SCL-MI = 0.7% 
�  reduction in relative error = 90.8% 

�  Books domain similar to DVDs domain 

�  Kitchen similar to Electronics 

�  Books/DVDs NOT similar to Kitchen/Electronics 



SCL 
Misalignments 

�  Problem: 
�  Kitchen => Books adaptation shows really poor 

performance 
�  Likely due to feature misalignment 
�  Books domain is richer than Kitchen domain 
�  SCL matrix results in projections that are 

uninformative for labeling Kitchen instances 

�  Solution: 
�  Hand label a small selection of  target data and re-

train classifier to adjust (correct) weights 
�  Improves performance of  classifier 



SCL 
Misalignment Correction 
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Figure 2: Accuracy results for domain adaptation with 50 labeled target domain instances.

reduction in error of 46%.

6 Measuring Adaptability

Sections 2-5 focused on how to adapt to a target do-
main when you had a labeled source dataset. We
now take a step back to look at the problem of se-
lecting source domain data to label. We study a set-
ting where an engineer knows roughly her domains
of interest but does not have any labeled data yet. In
that case, she can ask the question “Which sources
should I label to obtain the best performance over
all my domains?” On our product domains, for ex-
ample, if we are interested in classifying reviews
of kitchen appliances, we know from sections 4-5
that it would be foolish to label reviews of books or
DVDs rather than electronics. Here we show how to
select source domains using only unlabeled data and
the SCL representation.

6.1 The A-distance
We propose to measure domain adaptability by us-
ing the divergence of two domains after the SCL
projection. We can characterize domains by their
induced distributions on instance space: the more
different the domains, the more divergent the distri-
butions. Here we make use of the A-distance (Ben-
David et al., 2006). The key intuition behind the
A-distance is that while two domains can differ in
arbitrary ways, we are only interested in the differ-
ences that affect classification accuracy.

Let A be the family of subsets of Rk correspond-
ing to characteristic functions of linear classifiers

(sets on which a linear classifier returns positive
value). Then theA distance between two probability
distributions is

dA(D,D�) = 2 sup
A⇥A

|PrD [A]� PrD0 [A]| .

That is, we find the subset in A on which the distri-
butions differ the most in the L1 sense. Ben-David
et al. (2006) show that computing the A-distance for
a finite sample is exactly the problem of minimiz-
ing the empirical risk of a classifier that discrimi-
nates between instances drawn fromD and instances
drawn from D�. This is convenient for us, since it al-
lows us to use classification machinery to compute
the A-distance.

6.2 Unlabeled Adaptability Measurements
We follow Ben-David et al. (2006) and use the Hu-
ber loss as a proxy for the A-distance. Our proce-
dure is as follows: Given two domains, we compute
the SCL representation. Then we create a data set
where each instance �x is labeled with the identity
of the domain from which it came and train a linear
classifier. For each pair of domains we compute the
empirical average per-instance Huber loss, subtract
it from 1, and multiply the result by 100. We refer
to this quantity as the proxy A-distance. When it is
100, the two domains are completely distinct. When
it is 0, the two domains are indistinguishable using a
linear classifier.

Figure 3 is a correlation plot between the proxy
A-distance and the adaptation error. Suppose we
wanted to label two domains out of the four in such a



SCL 
Misalignment Correction 
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SCL 
Similarity 

�  Need a way to measure difference in probability 
distributions 
�  A-distance  

�  Previous work Ben-David et al. (2006) showed computing A-
distance between two domain is same as minimizing 
empirical risk of a classifier that selects between them. 

�  So, A-distance can be used to determine similarity 
between two domains 

�  Use Huber loss as a proxy for A-distance (also per 
previous work by Ben-David et al. (2006) 



SCL 
Similarity – Proxy A-distance 

0

2

4

6

8

10

12

14

60 65 70 75 80 85 90 95 100

Proxy A-distance

A
d

a
p

ta
ti

o
n

 L
o

s
s

EK

BD

DE

DK
BE, 

BK

Figure 3: The proxy A-distance between each do-
main pair plotted against the average adaptation loss
of as measured by our baseline system. Each pair of
domains is labeled by their first letters: EK indicates
the pair electronics and kitchen.

way as to minimize our error on all the domains. Us-
ing the proxy A-distance as a criterion, we observe
that we would choose one domain from either books
or DVDs, but not both, since then we would not be
able to adequately cover electronics or kitchen appli-
ances. Similarly we would also choose one domain
from either electronics or kitchen appliances, but not
both.

7 Related Work

Sentiment classification has advanced considerably
since the work of Pang et al. (2002), which we use
as our baseline. Thomas et al. (2006) use discourse
structure present in congressional records to perform
more accurate sentiment classification. Pang and
Lee (2005) treat sentiment analysis as an ordinal
ranking problem. In our work we only show im-
provement for the basic model, but all of these new
techniques also make use of lexical features. Thus
we believe that our adaptation methods could be also
applied to those more refined models.

While work on domain adaptation for senti-
ment classifiers is sparse, it is worth noting that
other researchers have investigated unsupervised
and semisupervised methods for domain adaptation.
The work most similar in spirit to ours that of Tur-
ney (2002). He used the difference in mutual in-
formation with two human-selected features (the
words “excellent” and “poor”) to score features in

a completely unsupervised manner. Then he clas-
sified documents according to various functions of
these mutual information scores. We stress that our
method improves a supervised baseline. While we
do not have a direct comparison, we note that Tur-
ney (2002) performs worse on movie reviews than
on his other datasets, the same type of data as the
polarity dataset.

We also note the work of Aue and Gamon (2005),
who performed a number of empirical tests on do-
main adaptation of sentiment classifiers. Most of
these tests were unsuccessful. We briefly note their
results on combining a number of source domains.
They observed that source domains closer to the tar-
get helped more. In preliminary experiments we
confirmed these results. Adding more labeled data
always helps, but diversifying training data does not.
When classifying kitchen appliances, for any fixed
amount of labeled data, it is always better to draw
from electronics as a source than use some combi-
nation of all three other domains.

Domain adaptation alone is a generally well-
studied area, and we cannot possibly hope to cover
all of it here. As we noted in Section 5, we are
able to significantly outperform basic structural cor-
respondence learning (Blitzer et al., 2006). We also
note that while Florian et al. (2004) and Blitzer et al.
(2006) observe that including the label of a source
classifier as a feature on small amounts of target data
tends to improve over using either the source alone
or the target alone, we did not observe that for our
data. We believe the most important reason for this
is that they explore structured prediction problems,
where labels of surrounding words from the source
classifier may be very informative, even if the cur-
rent label is not. In contrast our simple binary pre-
diction problem does not exhibit such behavior. This
may also be the reason that the model of Chelba and
Acero (2004) did not aid in adaptation.

Finally we note that while Blitzer et al. (2006) did
combine SCL with labeled target domain data, they
only compared using the label of SCL or non-SCL
source classifiers as features, following the work of
Florian et al. (2004). By only adapting the SCL-
related part of the weight vector v, we are able to
make better use of our small amount of unlabeled
data than these previous techniques.



Thoughts 
�  What is the effort involved to determine the Huber 

loss or other proxy for the A-distance? 

�  Is there a better way of  selecting the pivots to 
prevent misalignments? 
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