STAT 512:  STATISTICAL INFERENCE

AUTUMN 2007

Instructor:
Michael Perlman, Dept. of Statistics, Box 35-4322


Office:  B-310 Padelford Hall (mailbox in B-313)


Phone:  543-7735


e-mail:  michael@stat.washington.edu


Office hours:  after class or by appointment

Class times:
MWF 10:30--11:20, Sieg 225.


Th 10:30, Sieg 225


NOTE:  the Thursday meeting will be considered a regular class session.


*I will also hold a weekly problem session TBA a day or two before the homework is due.

Text:
"Statistical Inference” – Second Edition by G. Casella and R. Berger (CB).  


Class Notes (indicated by MDP) based on my lecture transparencies. These contain additional material that is required, including some homework problems. Both CB and MDP are available at the main UW Bookstore.

References:
“An Introduction to Probability Theory and its Applications”, Vol. 1 by W. Feller.


“A First Course in Probability” by S. Ross (latest edition).


“Probability and Statistics” (3rd ed.) by M. DeGroot and M. Schervish.


"Mathematical Statistics – Basic Ideas and Selected Topics” by P. Bickel and K. Doksum.


"Mathematical Statistics - A Decision-theoretic Approach" by T. Ferguson.


"Mathematical Statistics" by S. Arnold.


"Linear Statistical Inference" (2nd ed.) by C. R. Rao.


"Kendall's Advanced Theory of Statistics" by M. G. Kendall, A. Stuart, J. K. Ord.


“Mathematical Statistics” by Keith Knight.  (Former PhD student from Stat Dept.)


“Introduction to Mathematical Statistics” (6th ed.) by Hogg, McKean, Craig.


"Intro. to the Theory of Statistics" (3rd ed.) by A. Mood, F. Graybill, and D. Boes.


“Elements of Distribution Theory” by T. Severini.


(Some of these are on reserve in the Math Library in Padelford Hall.

Prerequisites:
Multivariable calculus (limits, infinite series, partial derivatives, and multiple integrals).  Linear algebra (vectors, matrices, determinants, inverses, Cauchy-Schwartz inequality, orthogonal and positive definite matrices). Some familiarity with elementary probability theory, e.g., probability distributions, expected values, random variables, conditional probability (( Math/Stat 394-5).  However, the first 2-3 weeks will include an intensive review of these concepts. You can check your proficiency via the Math Diagnostic exam on the 512 website.

Homework:
Weekly HW assignments, due as announced.  Hand in "Required" problems, solve "Recommended" problems but do not hand them in.  You are urged to work individually as much as possible, for I have found that the amount of collaboration on homework is negatively correlated with exam scores (although discussion with others on difficult problems is often helpful).  Please write neatly and legibly, and include your NAME on your paper!

Note:  Most of the problems in CB are informative and should be considered part of the reading assignment, for these often cover useful results and/or techniques.  You are urged to solve, or at least to sketch the solutions of, as many of these as you can and to keep these solutions in a notebook.  I will be happy to discuss any assigned or unassigned problems with you.

Grade:
HW 30%, midterm 20%, final 50%.

Overview:
STAT 512-513 will cover much of the "classical" theory of statistical inference (but not all; for example the theory of linear models is mainly treated in BIOSTAT/STAT 533.)  We will begin with a brief review of univariate probability (CB Chapters 1, 2, and 3), then move to bivariate and multivariate distributions, especially the multinomial and multivariate normal distributions (CB Ch. 4-5 and MDP Sect. 7-8). This should occupy the first 7-8 weeks (approximately.)  The remainder of 512 and 513 will cover CB Chs. 5-8, 10, and possibly part of 9: topics include properties of random samples, limit theorems and asymptotic distributions, propagation of error (= delta method = first-order Taylor expansion), sufficient statistics, estimation theory including maximum likelihood estimation, unbiased estimation, nonparametric estimation, and large sample properties of estimators, elementary decision theory, hypothesis testing including likelihood ratio and chi-square tests, and Bayesian inference.  (Linear models and regression, the topics of the final two chapters of CB, are covered in 533.)

Reading #1:
Read CB Chapter 1 (basic elements of probability theory) and begin Chapter 2 (transformations of univariate distributions, moments, generating functions) (All assigned readings and homework problems refer to CB or MDP unless otherwise stated.)  My lectures will cover some but not all material in the assigned readings, and will include some material and/or different approaches to topics CB.

HW # 1:
Required (hand in):  CB Exercises 1.6, 1.13, 1.18, 1.24, 1.36, 1.41, 1.54.

due Oct. 3
MDP Exercises  1.2, 1.3, 1.5. 


Recommended (don’t hand in):  CB 1.16, 1.23, 1.26, 1.38, 1.39, 1.42, 1.43, 1.44, 1.47, 1.50, 1.51, 1.52; MDP 1.1, 1.4.


Note regarding problems:  the best single way to master this course is by solving problems.  Of course, your time and ours won’t permit written solutions to every problem, but you certainly should read the problems and convince yourself that you can solve them.  Feel free to ask the instructor or TA about any problems or other statistical questions.

Look ahead:
Ch. 3 covers common univariate distributions - note the useful Table of Univariate Distributions on pp. 621-627.  CB Ch. 4 and my accompanying lectures will cover bivariate and multivariate distributions, marginal and conditional distributions, conditional expectations, covariance, and correlation; transformations of multivariate distributions, Jacobians, linear transformations, covariance matrices, the multivariate normal and chi-square distributions, probability inequalities [Note: for CB Lemma 4.7.1 just invoke the concavity of f(x) = log(x).]  These topics lead to univariate and multivariate propagation-of-error (the delta method, covered in MDP Sect. 10).

e-mail:
Subsequent homework assignments will be made by e-mail. Feel free to send me email if you have questions on any topic.  If you send a question that is relevant for the entire class, your question will be forwarded anonymously via e-mail to the class together with my reply.

