TCSS 343 Final: 

Since the final is cumulative, you should make sure you know the stuff covered as part of the first and second midterms. 

Note: for algorithms and data structures listed below and on previous review sheets, be sure that you know both how it works, and the run-time costs involved. 

Important new concepts:

Greedy Algorithms

Transform-and-Conquer

Lower Bounds (what is one?), decision trees

P, NP, NP-complete (know the definitions)

More Graph stuff::

   Basic definitions: minimum cost spanning tree, strongly connected, 
                               strongly connected component, single-source shortest path tree

Specific algorithms you should know: 

   Breadth-first search of a graph (BFS)

   Topological Sort using DFS

   Strongly Connected Components using DFS

   Prim’s

   Kruskal’s

   Dijkstra’s

   HeapSort

   QuickSelect 

    (for the selection problem, it’s the first algorithm in section 5.6 that uses partitioning)

Good Levitin book problems.

BFS: 5.2-4, 5.2-6, 5.2-7b, 5.2-8b

Graph Searching: 5.2-10

Topological Sort: 5.3-1, 5.3-2, 5.3-3a, 

Strongly Connected Components: 5.3-9

QuickSelect: 5.6-2, 5.6-3

Alg design & possibly analysis: 5.5-1, 5.6-10, 6.1-3, 6.1-7, 6.1-8, 6.1-9, 6.5-10

  6.6-4 (for part a, you can ignore the cubic time efficiency requirement),

Alg analysis: 6.1-2, 6.5-1

Problem reduction: 6.6-5, 6.6-9, 10.3-11a

Heaps & Heapsort: 6.4-1, 6.4-3, 6.4-5 (note that the problem is assuming a maximizing heap), 6.4-8

Greedy alg design: 9.1-2, 9.1-3, 9.1-4, 9.2-5 

Prim’s/Kruskal’s/Min. spanning tree: 9.1-6, 9.1-7, 9.1-8, 9.2-1, 9.2-2, 9.2-4

Dijkstra’s/shortest paths: 9.3-1, 9.3-2, 9.3-5, 9.3-9

Graph alg design: 9.3-7, 9.3-8

Lower bounds: 10.1-2

Decision trees: 10.2-2

