TCSS 343 second midterm, winter 07: 

Since the midterm is cumulative, you should make sure you know the stuff covered as part of the first midterm. 

Important new concepts:

Dynamic Programming


Understanding subproblem definitions


Figuring out recursive method for combining subproblem definitions



for solution to overall problem


Converting recursive idea into an iterative solution with subproblem solutions



stored in a table

Decrease-and-Conquer: 

Greedy algorithms. 

Graphs:

   Basic definitions: tree, cycle, path, connected, spanning tree, connected component

   Basic storage methods: edge list, adjacency lists, adjacency matrix

   Depth First Search (on directed and undirected graphs)

     DFS Tree/Forest associated with a DFS call. 

     The edge labeling implied by a DFS traversal of a graph. 

     Using DFS for finding cycles, paths between vertices, and connected components.

   Breadth First Search

Specific algorithms you should know: 

   Many ways of computing an and the fibonacci sequence.

   Knapsack via dynamic programming, both iterative and using memory function

   Warshall and Floyd’s algorithms

   Depth First Search 

   Breadth-First search

   Topological sorting using DFS.

   Strongly connected components.

   Prim’s algorithm

   Kruskal’s algorithm

Good Levitin book problems.

Divide & Conq algorithm design: 4.2-8, 4.2-10 

Decrease-by-one: 5.1-2

Alg analysis: 5.1-6, 5.1-7, 5.1-9, 8.1-7

DFS: 5.2-1, 5.2-7a, 5.2-3, 5.2-9

BFS: 5.2-4, 5.2-7b

DFS&BFS: 5.2-6, 5.2-8

DFS-based Topological sort: 5.3-1, 5.3-2

SCC’s: 5.3-9

Floyd/Warshall: 8.2-1, 8.2-2, 8.2-6, 8.2-9

Knapsack: 8.4-5

More DynProg: 8.4-8, worksheet of problems on website.

