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OUTBREAK INVESTIGATIONS
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What is an outbreak?

Heymann, D. Control of Communicable Diseases Manual, 2004:   “The occurrence, in a defined community or region, of cases of an illness with a frequency clearly in excess of normal expectancy”.

Involves a comparison of observed with expected.

How is “expected” defined?

· Usually compare the current number of cases with the number over a comparable period sometime during the past.

· Must take into account seasonal variation in disease incidence for infections such as influenza or Lyme Disease.

How much is too much?  You’ll know it when you see it.  Can also use mathematical methods, e.g., influenza.

Why should we study outbreaks?

· Outbreaks are important public health events and may represent breakdowns in public health measures.

· Outbreaks are experiments of nature and provide an opportunity to learn more about the natural history of infectious diseases

What are the steps in an outbreak investigation?

1) Verify the diagnosis

2) Confirm the existence of an outbreak

3) Identify and count cases

· Establish case definition

4) Orient data in terms of time, place and person

5) Formulate and test hypotheses

6) Conduct animal/environmental studies to identify source of the agent

7) Implement control and prevention measures

Note: different investigators may have a slightly different list of steps.  The logistics of preparing for the field investigation could be considered as one of the steps in an outbreak investigation.  Also, the steps are not necessarily carried out exactly in the order listed.

Step 1. Verify the diagnosis

Goal is to rule out misdiagnosis and laboratory error.  Why do this?  To make certain it's the real thing, and not a false alarm. This is especially important in hospital settings, but in others as well.

If the clinical features are not compatible with laboratory results, and the diagnosis cannot be verified, then consider the possibility of pseudo-infection (real clustering of false infection).  This is especially true for hospital settings in which there have been numerous documented episodes of pseudoepidemics caused by false‑positive diagnoses resulting from:

1) contaminated antiseptic used to prepare skin for drawing blood cultures

2) use of non-sterile syringes to collect specimens for blood cultures

3) environmental contamination of specimens during processing in the laboratory

Step 2. Confirm the existence of an outbreak

Almost always, this step requires you to compare the magnitude of the present problem with some type of baseline.

To do this, you need to first establish a baseline; and need to consider, for example, whether it should be the period immediately preceding the current problem, or the corresponding period from the previous year.

Potential problems/limitations in determining baselines:

· Lack of data

· Varying or lack of case definitions

· Incomplete reporting or inefficient surveillance

Remember that there can also be artifactual clustering of real diagnoses (pseudo-outbreak).  Change in local reporting practices, increased interest in certain diseases because of local or national awareness, a new physician or clinic in town or changes in diagnostic methods may led to increased detection of true cases that does not represent an outbreak.

EXAMPLE:  an outbreak of waterborne cryptosporidiosis occurred in the greater Milwaukee area in late March and early April 1993.  More than 400,000 people were estimated to have been affected during this outbreak.  The first step in recognizing the outbreak was to establish the baseline of occurrence of watery diarrhea. 
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The figure above shows the occurrence of watery diarrhea in the surveyed population from March 1 to April 27, 1993.  Prior to March 28, low numbers of cases were reported, establishing a baseline for the expected number of cases of watery diarrhea.  The rise in cases between March 28 and April 12 was clearly in excess of that expected.

*MacKenzie, W.R. et al. A massive outbreak in Milwaukee of Cryptosporidium infection transmitted through the public water supply. NEJM 1994; 331: 161-167

Step 3.     Identify and count cases

First involves establishing a case definition.
CASE DEFINITION: usually this is a statement which specifies a person 

-with some set of symptoms +/or signs +/or laboratory diagnosis 

-which occurred during some time period‑‑usually defined as the "outbreak period"

-in some specific setting‑‑like a nursing home, school, community,   or among persons who participated in a function, like a wedding or meeting

A case definition therefore includes clinical and/or laboratory criteria and usually restrictions by time, place, and person.

No matter what criteria are used, you must apply the case definition equally and without bias to all persons under the investigation.

Be careful that the case definition does not include an exposure or risk factor you want to test.  This is a common mistake.  For example, do not define a case as “illness X among persons who were in homeless shelter Y” if one of the goals of the investigation is to determine whether the shelter is associated with illness.

The goal is usually to identify as many cases as possible without identifying non‑cases; i.e., CAST A BROAD NET (be sensitive) while trying to be specific.

This is especially true early in the investigation.  As you obtain more information, you can refine the definition.

Remember the spectrum of manifestations; you may want to include asymptomatic/subclinical cases, since information about them may be critical to the investigation

Consider that in an outbreak there may be both primary and secondary cases.  Secondary cases are persons who were infected as a result of exposure to a primary case.  For example, in a food-borne outbreak of E. coli O157:H7, primary cases are infected by consumption of contaminated hamburger.  In some settings, such as day care centers, classrooms; secondary cases may occur through exposure to a primary case.  These secondary cases were not exposed to the source of the outbreak; therefore, their inclusion in the risk factor analysis would tend to bias toward the null.  In many cases, it may be desirable to look for secondary cases and collect information on them but not include them in the primary analysis.

Collecting data on both primary and secondary cases, however, will permit you to calculate the following:

Primary attack rate = number of new cases

  population at risk

Secondary attack rate = number of new cases-primary cases
number of susceptible cases in contact with primary  cases

The secondary attack rate provides information about the ability of the agent to spread from person-to-person.

Ideally, your case definition will include most if not all of the actual cases, but very few or none false-positive cases.  Recognizing the uncertainty of some diagnoses, investigators often classify cases as confirmed, probable, or possible.

To be classified as confirmed, a case usually must have laboratory verification.  A case classified as probable usually has typical clinical features of the disease without laboratory confirmation.  A case classified as possible usually has fewer of the typical clinical features.  For example, in an outbreak of bloody diarrhea caused by infection with E. coli O157:H7, investigators may define cases in the following 3 classes:

· Confirmed case: E. coli O157:H7 isolated from a stool culture in a resident of the county with onset of symptoms during a specified time period.

· Probable case:  Bloody diarrhea, with the same person, place and time restrictions

· Possible case: Abdominal cramps and diarrhea with the same person, place and time restrictions.

As an investigator, you will find such classifications useful in several situations.  First, they will allow you to keep track of a case even if the diagnosis is not confirmed.  For example, you might temporarily classify a case as probable or possible while laboratory results are pending.  Alternatively, the patient’s physician or you may have decided not to order the laboratory test required to confirm the diagnosis because the test is expensive, difficult to obtain, or unnecessary.  For example, a massive outbreak of cryptosporidium occurred in Milwaukee in 1993.  After health authorities had confirmed >700 cases by laboratory analysis, they then relied on clinical features (watery diarrhea) within a certain time period to identify the cases in a study meant to determine the extent of the outbreak.  Similarly, while investigating an outbreak of diarrhea on a cruise ship, investigators usually try to identify an agent from stool samples from a few affected persons.  If those few cases are confirmed, to be infected with the same agent, the other persons with compatible clinical illness are all presumed to be part of the same outbreak.

Early in an investigation, investigators often use a sensitive or “loose” case definition that includes confirmed, probable, and even possible cases.  Later on, when hypotheses have come into sharper focus, the investigator may “tighten” the case definition by dropping the possible or probable categories.  

A loose case definition is used early in the investigation to identify the extent of the problem and the populations affected.  Important hypotheses may arise from this process.  However, in analytic epidemiology, inclusion of false-positive cases can decrease the ability to detect a true association.  Therefore, to test hypotheses, specific or tight case definitions must be used.

After a case definition has been established, the next step is to identify and count cases. 

1) Conduct a systematic search:


-avoid ascertainment bias.  Cast a wide net to determine the geographic extent of the problem and the populations affected by it.  The original cases which prompted further investigation may or may not be representative of the true extent of the outbreak.

2) Use multiple sources which may include:

-medical systems: hospitals, labs, physicians' offices, clinics.

-surveillance data

-media/press announcements

-special surveys.  If a defined population, such as a cruise ship, could survey entire population

From each case, should collect the following types of information:

· Identifying information:  Name, address, telephone number

· Demographic information:  Age, sex, race, occupation

· Clinical information: Symptoms, date of onset, medical evaluations

· Risk factor information:  Depends on the disease being investigated.

To collect this information completely and systematically, it is usually a good idea to develop a questionnaire before the patients are contacted.

Step 4.     Orient data in terms of time, place and person.

The first step in orienting the data is usually to construct a line listing.  In a line list, each column represents an important variable, such as name, age, sex, case classification, etc., while each row represents a different case.  The line list can be hand-written or computer generated.

The next step is to use the line list and the data collected to characterize the cases in terms of time, place and person.   This may include:

1) Time: draw epidemic curves

2) Place: construct spot maps

3) Person: compare groups

Time

Traditionally, we depict the time course of an epidemic by drawing a histogram of the number of cases by their time (or date) of onset.  This depiction of the spread of an outbreak through a population is called an epidemic curve, or epi curve for short.  It varies with the agent, its generation time, the mode of transmission and the type and duration of exposure.

Types of epidemic curves:

Common source – a group of persons is exposed to a common noxious influence, such as an infectious agent or toxin.

· Point source – persons are exposed at a point in time (usually a brief period); persons exposed develop disease within one incubation period; a single well-defined peak; epidemic curve has a log-normal (a straight line results when the cumulative proportion of cases are plotted by the log-time of onset) distribution (steep upslope and gradual downslope). Example: a contaminated meal (salmonellosis, campylobacteriosis).

· Intermittent – persons are exposed intermittently over a longer period of time; persons exposed develop disease over more than one incubation period; usually more than one peak; peaks of the epidemic curve are dampened and widened. Example: contaminated recreational water (giardiasis, leptospiriosis).

· Continuous – persons are exposed continuously over a longer period of time; persons exposed develop disease over more than one incubation period; usually more than one peak; peaks of the epidemic curve are dampened and widened. Example: a contaminated water supply (cryptosporidiosis, toxoplasmosis).

Propagated (person-to-person, progressive) – outbreak spreads gradually from person to person, usually growing as it spreads; successive series of increasing peaks, approximately one incubation period apart, with increasing numbers in each generation of cases; tends to show geographic spread with successive generations of cases; eventually the number of susceptible persons falls below a critical level and the number of cases declines. Example: influenza.

Mixed – features of both common source and propagated epidemics, e.g., a common source outbreak followed by secondary person-to-person spread. Example: E. coli O157:H7.
From the epidemic curve, you can often determine:

1. Where you are in the time course of an epidemic (i.e., beginning, middle or end).

2. From the pattern of the curve, you may be able to draw inferences about the mode of spread of the causative agent (e.g., person-to-person, common source).

3. For a common source exposure, if you have identified the disease and know its usual incubation period, you can estimate a probable time period of exposure and can use that information to focus your investigation.  The minimum incubation period for the disease should correspond to the interval between exposure and the first case, while the mean/median incubation period should correspond to the interval between exposure and the peak of the outbreak.

4. For a common source exposure, if you know the time period of the presumed exposure, you can estimate the incubation period of the disease which may aid in identification of the causative agent. The period between the presumed exposure and the peak of the outbreak should correspond to the mean/median incubation period of the disease.

The usual convention for the x axis (time of onset) is to select units that are less than the known or suspected incubation period (i.e., 1/3 to 1/4 of the incubation period).  Also, the time period should include time prior to the epidemic to illustrate the background or expected number of cases.

Example

The following type of curve, with cases clustered around a peak value, is typical of a common source outbreak, more specifically, of the point source type, since it resulted from the supper.
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The above epidemic curve, with some clustering, but gentle symmetrical slopes and somewhat spread out, is consistent with person-to-person spread.

 Place 

Assessment of an outbreak by place not only provides information on the geographic extent of the problem but may also demonstrate clusters or patterns that provide important etiologic clues.  A spot map is a simple and useful technique for illustrating where cases live, work, or may have been exposed.

Perhaps the most famous example of a spot map is John Snow’s spot map of the distribution of cholera cases around the Broad Street Pump.
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Spot maps were also used in the investigation of the occurrence of mild typhus (Brill’s disease) in Montgomery, Alabama. On assignment to study malaria in the southern United States, K.F. Maxcy became interested in the occurrence of sporadic cases of typhus. Separate spot maps of typhus cases by residence and place of employment were developed. As seen below, the typhus cases tended to cluster around place of employment and not residence.  By combining epidemiologic evidence and biologic principles, Maxcy was able to define the ecology of murine typhus.

Mild typhus in Montgomery, Alabama, 1922-1925
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FIG. 10-11 Cases of mild typhus (Brill's disease) in Montgomery, Alabama,
1922-1925, spotted according to residence. (Kenneth F. Maxcy. An epidemio-
Iogical study of endemic typhus (Brill's discase) in the Southeastern United
States. Public Health Rep. 41: 2961-2995, 1926.)
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FIG. 10-12 Cases of mild typhus (Bril's disease) in Montgomery, Alabama,
19221925, spotted according to place of employment or, if unemployed,
according to place of residence. (Kenneth F. Maxcy. An epidemiological study
of endemic typhus (Bril's discase) in the Southeastern United States. Public
Health Rep. 41: 2967-2995, 1926
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Person

Lastly, the case group must be thoroughly described in terms of age, race, sex, occupation, diagnosis, and other factors.  Rates are calculated to identify high-risk groups.  Groups are compared in terms of exposure.

Step 5.     Formulate and test hypotheses

Frequently, the time, place, and person orientation provides enough information to determine with reasonable assurance how and why the epidemic started.  In other cases, however, further investigation is needed.  Hypotheses, based on available data, will be generated to explain the outbreak‑‑perhaps concerning the type of exposure, agent, source or reservoir, mode of transmission, or risk factors.  These hypotheses will be tested by additional studies.

At this point, case-control or retrospective cohort studies are usually conducted.  

In a case-control study, the controls should represent the population from which the cases came.  Generally, controls are sampled from the group in which the outbreak occurred.  Possible sources of controls include friends, neighbors, hospitals, physician practices and a random sample of the population.  Selection of controls from a random sample of the population may be less convenient but is more desirable. Potential biases are introduced by selecting controls from populations such as friends, neighbors or physician practices. However, multiple control groups may be used concurrently to reduce the risk of selection bias in the choice of controls.  In outbreaks with a small number of cases, 2-4 controls per case can be used to increase statistical power.

When evaluating the results of these studies, consider the evidence for causation.  Statistical significance does not by itself indicate a cause and effect relationship. As possible explanations for an observed association, consider chance, selection bias, information bias, and investigator error.  Additional factors should also be considered when evaluating possible causality.

· Strength of the association. In general, the stronger the association (large relative risk or odds ratio), the greater the likelihood that the association is causal. Evidence of a dose-response (gradient) effect adds weight to the evidence for causation.  A dose-response effect is not a necessary feature for a relationship to be causal; as some causal relationships may exhibit a threshold effect.  In addition, a dose-response effect does not rule out the possibility of confounding.  Nevertheless, it is usually thought to add credibility to the association.

· Consistency with other studies.  A finding is more plausible if, it can be, replicated by different investigators, using different methods in different populations.

· Specificity. Factor and disease are uniquely related.  Optimally, a one-to-one relationship exists between the factor/exposure and the disease, that is, the outcome follows from the exposure.  Alternatively, elimination or reduction of the exposure should remove or decrease the occurrence of disease.

· Temporality. Exposure to the factor precedes onset of disease.  

· Biologic plausibility.  Does the association make sense biologically?

Step 6.       Conduct animal/environmental studies to identify the source of the agent

The types of studies indicated will depend on the agent and the suspected mode of transmission. For foodborne outbreaks, additional investigations often include inspection of the food preparation facility. If contamination is suspected to have occurred prior to the time of food preparation (i.e., during manufacture or processing), a trace back investigation may be conducted. For example, in an outbreak of E. coli O157:H7 in Seattle, a trace back investigation identified the source of contaminated hamburger that had been distributed to restaurants all over the west coast.  In an outbreak of leptospiriosis in children, associated with swimming in a pond in Illinois, a high prevalence of infection with the same Leptospira type was found in both domestic and wild animals near the pond.

Step 7.      Implement control and prevention measures

At this point, have a rational basis for putting in place measures to control the outbreak and prevent additional cases and recurrences of the problem. Range of measures include:

1) Eliminate the source or exposure of susceptible persons to the source of the agent—e.g., remove the source of contamination, remove persons from exposure, inactivate or neutralize the agent in source, isolate and/or treat infected persons.

2) Interrupt spread from the source to susceptible persons—sterilize or interrupt environmental sources of spread (water, food, air), control mosquito or insect transmission, improve personal sanitation (wash hands).

3) Protect susceptible persons—e.g., vaccination, prophylactic chemotherapy.

Use of Molecular Subtyping in Infectious Disease Outbreaks

Molecular subtyping of patient and source isolates has become an increasingly important part of outbreak investigations. 

There are many methods of subtyping, including pulsed-field gel electrophoresis (PFGE), multilocus enzyme electrophoresis (MEE), and restriction fragment length polymorphism (RFLP) analysis.  A detailed explanation of these techniques is beyond the scope of this course.  They are based, however, on the principle that, within a bacterial species, such as Campylobacter jejuni, or viral species, there are multiple strains with slightly different genetic compositions. Subtyping techniques attempt to determine the degree of genetic relatedness of different isolates.  Outbreaks are nearly always caused by a single strain of the causative organism and are thus termed clonal.  Therefore, subtyping of isolates can be used to determine the degree of relatedness of different isolates, which is then used to determine which isolates are likely to be outbreak-related. 

In this way, the results of subtyping can be applied to the case definition. That is, the case definition can include not only isolation of C. jejuni from stool, but can further define a case as isolation of the outbreak strain (or clone) of C. jejuni from blood.  Infections caused by C. jejuni isolates that are not closely related to the outbreak strain may represent background cases of disease.  
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