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Abstract

The Rocchio relevance feedback algorithm is one of the most popular and widely applied learning methods from information retrieval. Here, a probabilistic analysis of this algorithm is presented in a text categorization framework. The analysis gives theoretical insight into the heuristics used in the Rocchio algorithm, particularly the word weighting scheme and the similarity metric. It also suggests improvements which lead to a probabilistic variant of the Rocchio classifier. The Rocchio classifier, its probabilistic variant, and a naive Bayes classifier are compared on six text categorization tasks. The results show that the probabilistic algorithms are preferable to the heuristic Rocchio classifier not only because they are more well-founded, but also because they achieve better performance.

1 Introduction

Text categorization is the process of grouping documents into different categories or classes. With the amount of online information growing rapidly, the need for reliable automatic text categorization has increased. Text categorization techniques are used, for example, to build personalized netnews filters which learn about the news-reading preferences of a user [Lang, 1995]. They are used to index news stories [Hayes et al., 1988] or guide a user’s search on the World Wide Web [Joachims et al., 1997].

One of the most widely applied learning algorithms for text categorization is the Rocchio relevance feedback method [Rocchio, 1971] developed in information retrieval. Originally designed for optimizing queries from relevance feedback, the algorithm can be adapted to text categorization and routing problems. Although the algorithm is intuitive, it has a number of problems which - as I will show - lead to comparably low classification accuracy: (1) The objective of the Rocchio algorithm is to maximize a particular functional introduced in section 3.2.1. Nevertheless Rocchio does not show why maximizing this functional should lead to a high classification accuracy. (2) Heuristic components of the algorithm offer many design choices and there is little guidance when applying this algorithm to a new domain. (3) The algorithm was developed and optimized for relevance feedback in information retrieval; it is not clear which heuristics will work best for text categorization.

The major heuristic component of the Rocchio algorithm is the TFIDF (term frequency / inverse document frequency) [Salton, Buckley, 1988] word weighting scheme. Different flavors of this heuristic lead to a multitude of different algorithms. Due to this heuristic this class of algorithms will be called TFIDF classifiers in the following.

A more theoretically founded approach to text categorization provide naive Bayes classifiers. These algorithms use probabilistic models for classification and allow the explicit statement of simplifying assumptions.

The contribution of this paper is a probabilistic analysis of a TFIDF classifier. This analysis makes the implicit assumption of the TFIDF classifier as explicit as for the naive Bayes classifier. Furthermore it provides insight into how the TFIDF algorithm can be improved, leading to a probabilistic version of the TFIDF algorithm, called PrTFIDF. PrTFIDF optimizes the different design choices of the TFIDF algorithm as a whole and gives clear recommendations on how to set the parameters involved. Empirical results on six categorization tasks show that PrTFIDF not only enables a better theoretical understanding of the TFIDF algorithm, but also performs better in practice without being conceptually or computationally more complex.
This paper is structured as follows. Section 2 introduces the definition of text categorization used throughout this paper. A TFIDF classifier and a naive Bayes classifier are described in section 3. Section 4 presents the probabilistic analysis of the TFIDF classifier and states its implications. Empirical results and conclusions can be found in sections 5 and 6.

2 Text Categorization

The goal of text categorization is the classification of documents into a fixed number of predefined categories. The working definition used throughout this paper assumes that each document d is assigned to exactly one category. To put it more formally, there is a set of classes \( C \) and a set of training documents \( D \subseteq D \). Furthermore, there is a target concept \( T : D \rightarrow C \) which maps documents to a class. \( T(d) \) is known for the documents in the training set. Through supervised learning the information contained in the training examples can be used to find a model or hypothesis \( H : D \rightarrow C \) which approximates \( T \). \( H(d) \) is the function defining the class to which the learned hypothesis assigns document \( d \); it can be used to classify new documents. The objective is to find a hypothesis which maximizes accuracy, i.e. the percentage of times \( H \) and \( T \) agree.

3 Learning Methods for Text Categorization

This section describes the general framework for the experiments presented in this paper and defines the particular TFIDF classifier and the naive Bayes classifier used. The TFIDF classifier provides the basis for the analysis in section 4.

3.1 Representation

The representation of a problem has a strong impact on the generalization accuracy of a learning system. For categorization a document, which typically is a string of characters, has to be transformed into a representation which is suitable for the learning algorithm and the classification task. IR research suggests that words work well as representation units and that their ordering in a document is of minor importance for many tasks. This leads to a representation of documents as bags of words.

This bag-of-words representation is equivalent to an attribute-value representation as used in machine learning. Each distinct word corresponds to a feature with the number of times the word occurs in the document as its value. Figure 1 shows an example feature vector for a particular document. To avoid unnecessarily large feature vectors words are considered as features only if they occur in the training data at least \( m \) (e.g. \( m = 3 \)) times. The set of considered features (i.e. words) will be called \( F \).

3.2 Learning Algorithms

3.2.1 TFIDF Classifier

This type of classifier is based on the relevance feedback algorithm originally proposed by Rocchio [Rocchio, 1971] for the vector space retrieval model [Salton, 1991]. Due to its heuristic components, there are a number of similar algorithms corresponding to the particular choice of those heuristics. The three main design choices are:

- the word weighting method
- the document length normalization
- the similarity measure.

An overview of some heuristics is given in [Salton, Buckley, 1988]. In the following the most popular combination will be used (known as “tfc”): “tf” word weights [Salton, Buckley, 1988], document length normalization using Euclidian vector length and cosine similarity.

Originally developed for information retrieval, the algorithm returns a ranking of documents without providing a threshold to define a decision rule for class membership. Therefore the algorithm has to be adapted to be used for text categorization. The variant presented here seems to be the most straightforward adaptation of the Rocchio algorithm to text categorization and domains with more than two categories.

The algorithm builds on the following representation of documents. Each document \( d \) is represented as a

![Figure 1: Bag-of-words representation in an attribute value style.](image-url)
vector \( \vec{d} = (d^{(1)}, \ldots, d^{(|P|)}) \) so that documents with similar content have similar vectors (according to a fixed similarity metric). Each element \( d^{(i)} \) represents a distinct word \( w_i \). \( d^{(i)} \) for a document \( d \) is calculated as a combination of the statistics \( TF(w_i, d) \) and \( DF(w_i) \) [Salton, 1991]. The term frequency \( TF(w_i, d) \) is the number of times word \( w_i \) occurs in document \( d \) and the document frequency \( DF(w_i) \) is the number of documents in which word \( w_i \) occurs at least once. The inverse document frequency \( IDF(w_i) \) can be calculated from the document frequency.

\[
IDF(w_i) = \log \left( \frac{|D|}{DF(w_i)} \right)
\] (1)

Here, \(|D|\) is the total number of documents. Intuitively, the inverse document frequency of a word is low if it occurs in many documents and is highest if the word occurs in only one. The so-called weight \( d^{(i)} \) of word \( w_i \) in document \( d \) is then

\[
d^{(i)} = TF(w_i, d) \cdot IDF(w_i)
\] (2)

This word weighting heuristic says that a word \( w_i \) is an important indexing term for document \( d \) if it occurs frequently in it (the term frequency is high). On the other hand, words which occur in many documents are rated less important indexing terms due to their low inverse document frequency.

Learning is achieved by combining document vectors into a prototype vector \( \vec{c}_j \) for each class \( C_j \). First, both the normalized document vectors of the positive examples for a class as well as those of the negative examples for a class are summed up. The prototype vector is then calculated as a weighted difference of each.

\[
\vec{c}_j = \alpha \frac{1}{|C_j|} \sum_{\vec{d} \in C_j} \frac{\vec{d}}{||\vec{d}||} - \beta \frac{1}{|D - C_j|} \sum_{\vec{d} \in D - C_j} \frac{\vec{d}}{||\vec{d}||}
\] (3)

\( \alpha \) and \( \beta \) are parameters that adjust the relative impact of positive and negative training examples. As recommended in [Buckley et al., 1994] \( \alpha = 16 \) and \( \beta = 4 \) will be used in the following. \( C_j \) is the set of training documents assigned to class \( j \) and \( ||\vec{d}|| \) denotes the Euclidian length of a vector \( \vec{d} \). Additionally Rocchio requires that negative elements of the vector \( \vec{c}_j \) are set to 0. Using the cosine as a similarity metric and \( \alpha = \beta = 1 \), Rocchio shows that each prototype vector maximizes the mean similarity of the positive training examples with the prototype vector \( \vec{c}_j \) minus the mean similarity of the negative training examples with the prototype vector \( \vec{c}_j \).

\[
\frac{1}{|C_j|} \sum_{\vec{d} \in C_j} \cos(\vec{c}_j, \vec{d}) - \frac{1}{|D - C_j|} \sum_{\vec{d} \in D - C_j} \cos(\vec{c}_j, \vec{d})
\] (4)

Nevertheless it is unclear if or how maximizing this functional connects to the accuracy of the resulting classifier.

The resulting set of prototype vectors, one vector for each class, represents the learned model. This model can be used to classify a new document \( d' \). Again the document is represented as a vector \( \vec{d}' \) using the scheme described above. To classify \( d' \) the cosines of the prototype vectors \( \vec{c}_j \) with \( \vec{d}' \) are calculated. \( d' \) is assigned to the class with which its document vector has the highest cosine.

\[
H_{TFIDF}(d') = \arg\max_{c_j \in C} \cos(\vec{c}_j, \vec{d}')
\] (5)

\( \arg\max f(x) \) returns the argument \( x \) for which \( f(x) \) is maximum and \( H_{TFIDF}(d') \) is the category to which the algorithm assigns document \( d' \). The algorithm can be summarized in the following decision rule:

\[
H_{TFIDF}(d') = \arg\max_{c_j \in C} \frac{\vec{c}_j \cdot \vec{d}'}{||\vec{c}_j|| \cdot ||\vec{d}'||}
\] (6)

\[
= \arg\max_{c_j \in C} \frac{\sum_{i=1}^{P} c_{ij} \cdot d^{(i)}}{\sqrt{\sum_{i=1}^{P} (c_{ij})^2}}
\] (7)

In (7) the normalization with the length of the document vector is left out since it does not influence the \( \arg\max \).

### 3.2.2 Naive Bayes Classifier

The classifier presented in this section uses a probabilistic model of text. Although this model is a strong simplification of the true process by which text is generated, the hope is that it still captures most of the important characteristics.

In the following word-based unigram models of text will be used, i.e. words are assumed to occur independently of the other words in the document. There are \(|C|\) such models, one for each category. All documents assigned to a particular category are assumed to be generated according to the model associated with this category.

The following describes one approach to estimating \( \Pr(C_j | d') \), the probability that a document \( d' \) is in class \( C_j \). Bayes’ rule says that to achieve the highest classification accuracy, \( d' \) should be assigned to the class for which \( \Pr(C_j | d') \) is highest.

\[
H_{BAYES}(d') = \arg\max_{c_j \in C} \Pr(C_j | d')
\] (8)

\( \Pr(C_j | d') \) can be split up by considering documents separately according to their length \( l \).

\[
\Pr(C_j | d') = \sum_{l=1}^{\infty} \Pr(C_j | d', l) \cdot \Pr(l | d')
\] (9)

\( \Pr(l | d') \) equals one for the length \( l' \) of document \( d' \)
and is zero otherwise. After applying Bayes’ theorem to $\Pr(C_j | d', l)$ we can therefore write:

$$\Pr(C_j | d') = \frac{\Pr(d' | C_j, l) \cdot \Pr(C_j | l)}{\sum_{C \in \mathcal{C}} \Pr(d' | C', l) \cdot \Pr(C' | l)}$$  \hspace{1cm} (10)

$\Pr(d' | C_j, l)$ is the probability of observing document $d'$ in class $C_j$ given its length $l$. $\Pr(C_j | l)$ is the prior probability that a document of length $l$ is in class $C_j$. In the following we will assume, that the category of a document does not depend on its length, so $\Pr(C_j | l) = \Pr(C_j)$. An estimate $\Pr(C_j)$ for $\Pr(C_j)$ can be calculated from the fraction of training documents that is assigned to class $C_j$.

$$\Pr(C_j) = \frac{|C_j|}{\sum_{C' \in \mathcal{C}} |C'|} = \frac{|C_j|}{|D|}$$  \hspace{1cm} (11)

$|C_j|$ denotes the number of training documents in class $C_j$ and $|D|$ is the total number of documents.

The estimation of $\Pr(d' | C_j, l')$ is more difficult. $\Pr(d' | C_j, l')$ is the probability of observing a document $d'$ in class $C_j$ given that we consider only documents of length $l'$. Since there is - even for a simplifying representation as used here - a huge number of different documents, it is impossible to collect a sufficiently large number of training examples to estimate this probability without prior knowledge or further assumptions. In our case the estimation becomes possible due to the way documents are assumed to be generated. The unigram models introduced above imply that a word’s occurrence is only dependent on the class the document comes from, but that it occurs independently of the other words in the document and that it is not dependent on the document length. So $\Pr(d' | C_j, l')$ can be written as:

$$\Pr(d' | C_j, l') \approx \prod_{i=1}^{l'} \Pr(w_i | C_j)$$  \hspace{1cm} (12)

$w_i$ ranges over the sequence of words in document $d'$ which are element of the feature vector $F$. $|C'|$ is the number of words in document $d'$. The estimation of $\Pr(d' | C_j)$ is reduced to estimating each $\Pr(w_i | C_j)$ independently. A Bayesian estimator is used for $\Pr(w_i | C_j)$.

$$\Pr(w_i | C_j) = \frac{1 + TF(w_i, C_j)}{|F| + \sum_{w' \in F} TF(w', C_j)}$$  \hspace{1cm} (13)

$TF(w, C_j)$ is the overall number of times word $w$ occurs within the documents in class $C_j$. This estimator, which is often called the Laplace estimator, is suggested in [Vapnik, 1982] (pages 54-55). It assumes that the observation of each word is a priori equally likely. I found that this Bayesian estimator works well in practice, since it does not falsely estimate probabilities to be zero.

The following is the resulting decision rule if equations (8), (10) and (12) are combined.

$$H_{BAYES}(d') = \arg\max_{C_j \in \mathcal{C}} \frac{\Pr(C_j) \cdot \prod_{i=1}^{l'} \Pr(w_i | C_j)}{\sum_{C' \in \mathcal{C}} \Pr(C') \cdot \prod_{i=1}^{l'} \Pr(w_i | C')}$$  \hspace{1cm} (14)

$$= \arg\max_{C_j \in \mathcal{C}} \frac{\prod_{w \in F} \Pr(w | C_j)^{TF(w, d')}}{\sum_{C' \in \mathcal{C}} \prod_{w \in F} \Pr(w | C')^{TF(w, d')}}$$  \hspace{1cm} (15)

If $\Pr(C_j | d')$ is not needed as a measure of confidence, the denominator can be left out since it does not change the argmax.

4 PrTFIDF: A Probabilistic Classifier Derived from TFIDF

In the following I will analyze the TFIDF classifier in a probabilistic framework. I will propose a classifier, called PrTFIDF, and then show its relationship to the TFIDF algorithm. In terms of the design choices listed above I will show that the PrTFIDF algorithm is equivalent to a TFIDF classifier using the following settings:

- the word weighting mechanism uses a refined IDF weight especially adapted to text categorization,
- document length normalization is done using the number of words and
- the similarity measure is the inner product.

Other researchers have already proposed theoretical interpretations of the vector space retrieval model [Bookstein, 1982][Wang et al., 1992] and the TFIDF word weighting scheme [Wong, Yao, 1989] [Wu, Salton, 1981]. However, their work analyzes only parts of the TFIDF algorithm and is based on information retrieval instead of on text categorization.

4.1 The PrTFIDF Algorithm

The naive Bayes classifier proposed in the previous section provided an estimate of the probability $\Pr(C_j | d')$ that document $d'$ is in class $C_j$, making the simplifying assumption of word independence. The PrTFIDF Algorithm uses a different way approximating $\Pr(C_j | d')$ inspired by the “retrieval with probabilistic indexing” (RPI) approach proposed in [Fuhr, 1989]. In this approach a set of descriptors $X$ is used to represent the content of documents. A descriptor $x$ is assigned to a document $d$ with a certain probability $\Pr(x | d)$. So using the theorem of total probability (in line (16)) and Bayes’ theorem (in line (17)) we can write
\[
\Pr(C_j \mid d) = \sum_{x \in X} \Pr(C_j \mid x, d) \cdot \Pr(x \mid d) \\
= \sum_{x \in X} \frac{\Pr(d \mid C_j, x)}{\Pr(d \mid x)} \cdot \Pr(C_j \mid x) \cdot \Pr(x \mid d)
\]

To make the estimation tractable the simplifying assumption that \( \Pr(d \mid C_j, x) = \Pr(d \mid x) \) is made now.

\[
\Pr(C_j \mid d) \approx \sum_{x \in X} \Pr(C_j \mid x) \cdot \Pr(x \mid d)
\]

The validity of the assumption depends on the classification task and the choice of the set of descriptors \( X \). It states that descriptor \( x \) provides enough information about \( d \) so that no information about document \( d \) is gained by taking its category \( C_j \) into account.

As mentioned above the set of descriptors \( X \) is part of the design. A pragmatic choice for \( X \) used in the following is to consider all bags with \( n \) words from the feature set \( F \) as potential descriptors; e.g., for \( n = 3 \) these are all bags containing three words from \( F \). The number \( n \) of words is a parameter which controls the quality of the approximation versus the complexity of the estimation.

Another way of looking at equation (18), especially suited for the choice of \( X \) considered here, is the following. \( \Pr(C_j \mid d) \) is approximated by the expectation of \( \Pr(C_j \mid x) \), where \( x \) consists of a sequence of \( n \) words drawn randomly from document \( d \). For both interpretations the underlying assumption is that text documents are highly redundant with respect to the classification task and that any sequence of \( n \) words from the document is equally sufficient for classification. For example, classifying documents according to whether they are cooking recipes or not, it is probably equally sufficient to know either of the sentences from the document. For \( n = |d| \) \( \Pr(C_j \mid d) \) equals \( \Pr(C_j \mid x) \), but with decreasing \( n \) this simplifying assumption (like the independence assumption for the naïve Bayes classifier) will be violated in practice. Nevertheless this simplification is worth trying as a starting point.

In the following the simplest case, namely \( n = 1 \), will be used and will lead to a TFIDF classifier like the one introduced in section 3.2.1. For \( n = 1 \) line (18) can be written as

\[
\Pr(C_j \mid d) \approx \sum_{w \in F} \Pr(C_j \mid w) \cdot \Pr(w \mid d)
\]

It remains to estimate the two probabilities from line (19). \( \Pr(w \mid d) \) can be estimated from the representation of document \( d \).

\[
\Pr(w \mid d) = \frac{TF(w, d)}{\sum_{w' \in F} TF(w', d)} = \frac{TF(w, d)}{|d|}
\]

\(|d|\) denotes the number of words in document \( d \). \( \Pr(C_j \mid w) \), the remaining part of equation (19), is the probability that \( C_j \) is the correct category of \( d \) given that we only know the randomly drawn word \( w \) from \( d \). Bayes’ formula can be used to rewrite \( \Pr(C_j \mid w) \):

\[
\Pr(C_j \mid w) = \frac{\Pr(w \mid C_j) \cdot \Pr(C_j)}{\sum_{C' \in C} \Pr(w \mid C') \cdot \Pr(C')}
\]

As in the previous section, \( \Pr(C_j) \) can be estimated from the fraction of the training documents that are assigned to class \( C_j \).

\[
\Pr(C_j) = \frac{|C_j|}{\sum_{C' \in C} |C'|} = \frac{|C_j|}{|D|}
\]

Finally \( \Pr(w \mid C_j) \) can be estimated as

\[
\Pr(w \mid C_j) = \sum_{d \in C_j} \frac{1}{|C_j|} \Pr(w \mid d)
\]

The resulting decision rule for PrTFIDF is

\[
H_{PrTFIDF}(d') = \arg \max_{C_j \in C} \sum_{w \in F} \Pr(C_j \mid w) \cdot \Pr(w \mid d') \cdot \Pr(C_j \mid w) \cdot \Pr(C_j \mid w)
\]

4.2 The Connection between TFIDF and PrTFIDF

This section will show the relationship of the PrTFIDF classification rule to the TFIDF algorithm from section 3.2.1. In the following I will start with the decision rule for PrTFIDF and then transform it into the shape of a TFIDF classifier. From equation (24) we have

\[
H_{PrTFIDF}(d') = \arg \max_{C_j \in C} \sum_{w \in F} \Pr(C_j \mid w) \cdot \Pr(w \mid C') \cdot \Pr(C') \cdot \Pr(w \mid d')
\]

The term \( \sum_{C' \in C} \Pr(C') \cdot \Pr(w \mid C') \) in equation 25 can be re-expressed using a modified version of the inverse document frequency \( IDF(w) \). The definition of inverse document frequency as stated in section 3.2.1 was

\[
IDF(w) = \log \left( \frac{|D|}{DF(w)} \right)
\]

\[
DF(w) = \sum_{d \in D} \left\{ \begin{array}{ll} 1 & \text{if } d \text{ contains } w \\ 0 & \text{otherwise} \end{array} \right.
\]

I now introduce a refined version of \( IDF(w) \) suggested by the PrTFIDF algorithm.

\[
IDF'(w) = \sqrt{\frac{|D|}{DF'(w)}}
\]

\[
DF'(w) = \sum_{d \in D} \frac{TF(w, d)}{|d|}
\]

There are two differences between this definition of \( IDF'(w) \) and the usual one. First, \( DF'(w) \) is not the
number of documents with an occurrence of word \( w \), but rather is the sum of the relative frequencies of \( w \) in each document. So \( IDF'(w) \) can make use of frequency information instead of just considering binary occurrence information. Nevertheless the dynamics of \( DF(w) \) and \( DF'(w) \) are similar. The more often a word \( w \) occurs throughout the corpus, the higher \( DF(w) \) and \( DF'(w) \) will be. The dynamics are different only in case there is a small fraction of documents in which the word \( w \) occurs very frequently. Then \( DF'(w) \) will rise faster than \( DF(w) \). The second difference is that the square root is used to dampen the effect of the document frequency instead of the logarithm. Nevertheless, both functions are similar in shape and reduce the impact of high document frequencies.

Replacing probabilities with their estimators, the expression \( \sum_{C_j \in C} \Pr(C_j') \cdot \Pr(w | C_j') \) can be reduced to a function of \( IDF'(w) \).

\[
\sum_{C_j \in C} \Pr(C_j') \cdot \Pr(w | C_j') = \sum_{C_j \in C} \frac{|C_j|}{|D|} \cdot \frac{1}{|C_j'|} \cdot \sum_{d \in C_j'} \frac{TF(w, d)}{|d|} \cdot IDF'(w) \frac{|C_j'|}{|D|} \cdot IDF'(w) \frac{|C_j|}{|D|} \cdot IDF'(w) \]

From the form of the decision rule in the previous lines it is easy to see that the PrTFIDF decision rule is equivalent to the TFIDF decision rule using the modified inverse document frequency weight \( IDF'(w) \), the number of words as document length normalization and the inner product for measuring similarity. Furthermore it suggests how to set the parameters \( \alpha \) and \( \beta \). For each category \( \alpha_j = \frac{|C_j|}{|D|} \) whereas \( \beta = 0 \).

### 4.3 Implications of the Analysis

The analysis shows how and under which preconditions the TFIDF classifier fits into a probabilistic framework. The PrTFIDF classifier offers a new view on the vector space model and the TFIDF word weighting heuristic for text categorization and advances the theoretical understanding of their interactions. The analysis also suggests improvements to the TFIDF algorithm and that the following changes should lead to a better classifier. PrTFIDF is an implementation of TFIDF incorporating these changes, namely:

- Incorporation of prior probabilities \( \Pr(C_j) \) through \( \alpha \).
- Use of \( IDF'(w) \) for word weighting instead of \( IDF(w) \).
- Use of the number of words for document normalization instead of the Euclidian length.
- Use of the inner product for computing similarity.

### 5 Experiments

The following experiments were performed to find out in how far the implications of the theoretical analysis lead to an improved classification algorithm in practice. The performances of PrTFIDF, TFIDF, and the naive Bayes classifier BAYES are compared on six categorization tasks.

#### 5.1 Data Sets

##### 5.1.1 Newsgroup Data

This data set consists of Usenet articles Ken Lang collected from 20 different newsgroups (table 1). 1000 articles were taken from each of the newsgroups, which
Table 1: Usenet newsgroups used in newsgroup data.

<table>
<thead>
<tr>
<th>Newsgroups</th>
<th>PrTFIDF</th>
<th>BAYES</th>
<th>TFIDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>➔acq</td>
<td>91.8</td>
<td>89.6</td>
<td>86.3</td>
</tr>
<tr>
<td>➔wheat</td>
<td>94.3</td>
<td>90.4</td>
<td>90.9</td>
</tr>
<tr>
<td>➔crude</td>
<td>90.2</td>
<td>95.5</td>
<td>85.4</td>
</tr>
<tr>
<td>➔earn</td>
<td>90.5</td>
<td>90.9</td>
<td>90.6</td>
</tr>
<tr>
<td>➔cbond</td>
<td>91.9</td>
<td>90.9</td>
<td>87.7</td>
</tr>
</tbody>
</table>

Table 2: Maximum accuracy in percentages.

makes a total of 20000 documents in this collection. Except for a small fraction of the articles, each document belongs to exactly one newsgroup. The task is to learn which newsgroup an article was posted to.

The results reported on this dataset are averaged over a number of random test/training splits using binomial sign tests to estimate significance. In each experiment 33% of the data was used for testing.

5.1.2 Reuters Data

The Reuters-2173 data was collected by the Carnegie group from the Reuters newswire in 1987. Instead of averaging over all 135 categories, the following presents a more detailed analysis of five categories - namely the three most frequent categories ("earn", "acq", and "cbond") and two categories with special properties ("wheat" and "crude").

The "wheat" and the "crude" category have very narrow definitions. Classifying according to whether a document contains the word wheat yields an accuracy of 99.7% for the "wheat" category. The category "acq" (corporate acquisitions) for example does not have such an obvious definition. Its concept is more abstract and a number of words are reasonable predictors.

In the following experiments articles which appeared on April 7, 1987 or before are in the training set. Articles which appeared later are in the test set. This results in a corpus of 14,704 training examples and 6,746 test examples. Since the TFIDF classifier does not have a principled way of dealing with uneven class distributions, to allow a fair comparison the data is subsampled randomly so that there is an equal number of positive and negative examples. The results presented here are averaged over a number of trials and binomial sign tests are used to estimate significance.

5.2 Experimental Results

Table 2 shows the maximum accuracy each learning method achieves. On the newsgroup data PrTFIDF performs significantly better than BAYES and BAYES is significantly better than TFIDF. Compared to TFIDF, PrTFIDF leads to a reduction of error of about 40%.
PrTFIDF and BAYES outperform TFIDF on the Reuters categories “acq”, “wheat”, “crude”, and “cbond” as well. Comparing PrTFIDF and BAYES, BAYES tends to work better on the tasks where certain single keywords have very high prediction accuracy - namely the tasks “wheat” and “crude”. The opposite is true for the PrTFIDF classifier. It achieves comparable performance or performance gains over BAYES on the categories “acq” and “cbond” as well as on the newsgroup data. This behaviour is interesting, since it is plausible given the different simplifying assumptions PrTFIDF and BAYES make. All classifiers perform approximately the same on the category “earn”.

Figures 2 to 7 show accuracy in relation to the number of training examples. As expected the accuracy increases with the number of training examples. This holds for all learning methods and categorization tasks. Nevertheless, there are differences in how quickly the accuracy increases. In contrast to BAYES, PrTFIDF does particularly well in the newsgroup experiment (figure 2) for small numbers of training examples. The performance of BAYES approaches the one of PrTFIDF for high numbers, but stays below TFIDF for small training sets. The accuracy of the TFIDF classifier increases less steeply with the number of training examples compared to the probabilistic methods.

For the Reuters category “acq” BAYES and PrTFIDF show nearly identical curves (figure 3). TFIDF is significantly below the two probabilistic methods over the whole spectrum. For the tasks “wheat” (figure 4), “crude” (figure 5), and “cbond” (figure 7) all classifiers perform similar for small training sets and the difference generally increases with an increasing number of training examples.
6 Conclusions

This paper shows the relationship between text classifiers using the vector space model with TFIDF word weighting and probabilistic classifiers. It presents a probabilistic analysis of a particular TFIDF classifier and describes the algorithm using the same basic techniques from statistical pattern recognition that are used in probabilistic classifiers like BAYES. The analysis offers a theoretical explanation for the TFIDF word weighting heuristic in combination with the vector space retrieval model for text categorization and gives insight into the underlying assumptions.

Conclusions drawn from the analysis lead to the PrTFIDF classifier, which eliminates the inefficient parameter tuning and design choices of the TFIDF method. This makes the PrTFIDF classifier easy to use and empirical results on six classification tasks support its applicability on real world classification problems. Although the TFIDF method showed reasonable accuracy on all classification tasks, the two probabilistic methods BAYES and PrTFIDF showed performance improvements of up to 40\% reduction of error rate on five of the six tasks. These empirical results suggest that a probabilistically founded modelling is preferable to the heuristic TFIDF modelling. The probabilistic methods are preferable from a theoretical viewpoint, too, since a probabilistic framework allows the clear statement and easier understanding of the simplifying assumptions made. The relaxation as well as the combination of those assumptions provide promising starting points for future research.
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