
ESS 595 B – Scientific Writing 

Week 9 – Practice with Figures 
 

TJ Fudge and Jonathan Toner Leading 

Nicholas Castle Reporting 

 

Concepts: 

What separates a good figure from a bad figure? 

Good Figures: 

• Are easy to read and interpret 

• Lead the viewer to the important information without distraction 

• Are pleasing to the eye 

• Have clear units and equations 

• Bank slopes to 45° 

Bad Figures: 

• Are cluttered 

• Obscure important information among irrelevant details 

• Have discordant color schemes 

• Intentionally obscure information 

 

Minutes: 

The class started off with a review of a few figures that the presenters highlighted as 

being either especially good or bad. 

 



Good Figure 1: Antarctica/Greenland Rate of Change of Elevation 

 

 There was some debate on the aesthetics of the color bar. Some like it warm to 

cool, some hate green. The general consensus was that the colors were good in that they 

didn’t offend the eye, but may not do the best of jobs in highlighting relevant 

information. It was noted that it would port poorly into black and white (eg: when printed 

by hapless students) since both ends of the spectrum were dark and the center was light. 

 There was some debate about using a mapping of the elevation change data, the 

point of the figure, onto a visually busy grayscale (topo) map of the two land-masses. 

Some were in favor of using a simple shoreline outline to help identify the land-masses, 

rather than the extra internal detail of the topographic underlay. 

 It is good that the figure showed both land-masses on the same scale. 

 

 

 
 



Good Figure 2: Retreat of an Antarctic Ice-sheet 

 

 A simple figure that was easy to identify, and to determine the key points. Also 

contained some extra, and potentially important information without being overly 

complicated (measured vs. extrapolated boundaries of the ice-sheet). 

 

 
 



Bad Figure: Andrill Core 

 

 Very busy figure that related several (~8?) datasets from a single core. It was 

agreed that the figure did a good job of relating many, disparate datasets, but that for 

interpreting each of the datasets by itself, it was virtually useless. It was suggested that 

this figure may work better in supplementary material where a user can view it to help in 

synthesizing the information, but should not be used as a principal figure when initially 

presenting the information. 

 

 
 



Good Figure 3: 
18

O Over Time in Relation to the Presence of Ice 

 

 Shows a clear average-trend in time along with the individual data points, and 

relates it to a vertical line that separates the presence of ice from its absence. 

 Problems: it reverses the dependent and independent axis convention. This is 

likely due to “time” being calculated from “ice core depth” which is conventionally 

shown in the vertical axis, since we all naturally think of depth as vertical; 
18

O values 

read from high to low values left to right, against our usual expectation that low numbers 

should be on the left and high numbers on the right. The likely rational is that 
18

O is a 

proxy for temperature in this plot, with colder temperatures on the left and warmer on the 

right (as is implied at the bottom with ‘ice’ on the left and ‘no ice’ on the right). 

 

 
 



We then moved on to group work, where we critiqued one anothers’ figures, attempting 

to determine the main points as we saw them vs. what the author had intended. Hilarity 

ensued. 

 

Wrapping things up, we looked at a number of figures to talk about some specific topics, 

primarily common pitfalls. 

 The first was a plot that had a hidden factor of 10
-5

 at the top of the axis. This left 

the reader with the mistaken impression that ice particles near melting in slush could be 

as cold as -30°C, rather than near 0°C. A suggestion for improvement was to either use a 

metric prefix (eg: m or µ here) or to include the factor of 10 in the units (eg: 10
-5 

°C). 

 The second was a plot where the numbers along the x-axis were shown as 1.0, 

2.0, 3.0, etc… When reading rapidly, this was easily mistaken for 10, 20, 30, etc… The 

recommendation was to remove meaningless sig-figs in the axis labels, making the axis 

labels 1, 2, 3, etc… 

 The third was a plot looking at a model and observed albedo of ice as a function 

of wavelength. The problem was that for the implicit emphasis on the energy of the light 

being reflected, the most important part of the figure was contained in about 10% of the 

width on the left, and visual emphasis was placed on a large portion of the spectrum that 

was not as relevant, and in fact was not as well modeled. The solution was to convert the 

wavelength into a log scale, this exaggerating the relevant portion of the plot and 

condensing the less relevant portion. 

 A fourth example was looking at particulate systematics in air, where the data 

were fit to a number of straight lines in a log-log plot. Because the lines were close to 

vertical, it was difficult to see changes in slope, so the suggestion was to stretch the 

horizontal axis, thereby banking the slopes closer to 45°. 

 The fifth example was an intentionally misleading plot. In the plot, several inputs 

at very different percentages were shown in the same font size with a large pictorial 

background. The percent of smog generated by autos was de-emphasized with a smaller 

font size and smog picture despite having a percentage number on a similar scale to the 

larger listings above. 


