
The spread of attention across features of a surface

Zachary Raymond Ernst,1 Geoffrey M. Boynton,1 and Mehrdad Jazayeri2
1Department of Psychology, University of Washington, Seattle, Washington; and 2Howard Hughes Medical Institute, National
Primate Research Center, and Department of Physiology and Biophysics, University of Washington, Seattle, Washington

Submitted 26 September 2012; accepted in final form 22 July 2013

Ernst ZR, Boynton GM, Jazayeri M. The spread of attention
across features of a surface. J Neurophysiol 110: 2426–2439, 2013.
First published July 24, 2013; doi:10.1152/jn.00828.2012.—Contrast-
ing theories of visual attention have emphasized selection by spatial
location, individual features, and whole objects. We used functional
magnetic resonance imaging to ask whether and how attention to one
feature of an object spreads to other features of the same object.
Subjects viewed two spatially superimposed surfaces of random dots
that were segregated by distinct color-motion conjunctions. The color
and direction of motion of each surface changed smoothly and in a
cyclical fashion. Subjects were required to track one feature (e.g.,
color) of one of the two surfaces and detect brief moments when the
attended feature diverged from its smooth trajectory. To tease apart
the effect of attention to individual features on the hemodynamic
response, we used a frequency-tagging scheme. In this scheme, the
stimulus features (color and direction of motion) are modulated
periodically at distinct frequencies so that the contribution of each
feature to the hemodynamics can be inferred from the harmonic
response at the corresponding frequency. We found that attention to
one feature (e.g., color) of one surface increased the response modu-
lation not only to the attended feature but also to the other feature
(e.g., motion) of the same surface. This attentional modulation was
evident in multiple visual areas and was present as early as V1. The
spread of attention to the behaviorally irrelevant features of a surface
suggests that attention may automatically select all features of a single
object. Thus object-based attention may be supported by an enhance-
ment of feature-specific sensory signals in the visual cortex.

attention; visual object; fMRI; frequency tagging; transparent motion;
color

SELECTIVE ATTENTION IMPROVES information processing for a
subset of relevant stimuli, usually at the expense of irrelevant
stimuli. Attention can select a region of space (spatial atten-
tion), a stimulus feature (feature attention), or a whole object
(object attention). What distinguishes object- and feature-based
attention is that object-based attention improves processing of
all features of a selected object with little or no additional cost.
For example, when asked to monitor multiple features simul-
taneously, subjects are more accurate when the attended fea-
tures belong to the same object compared with when they are
from different objects (Blaser et al. 2000; Duncan 1984;
Rodriguez et al. 2002). Despite its importance in behavior,
little is known about the mechanisms by which object-based
attention influences the representation of individual features in
the brain.

A common challenge in studying the mechanisms of object-
based attention in humans is that existing tools such as func-
tional magnetic resonance imaging (fMRI) do not have the

requisite resolution to tease apart the representation of individ-
ual features when they overlap in space and time. Pattern
classification techniques have provided a means to circumvent
this problem by extracting information from the pattern of
hemodynamic blood oxygen level-dependent (BOLD) re-
sponses across voxels (Boynton 2005a). For example, in oc-
cipital cortex, pattern classification can extract information
about orientation (Kamitani and Tong 2005), directions of
motion (Kamitani and Tong 2006), and color (Brouwer and
Heeger 2009; Kamitani and Tong 2005, 2006). Moreover, this
technique has been used to demonstrate how attention to a
specific feature can selectively and reliably modulate the pat-
tern of fMRI responses to that feature (Kamitani and Tong
2005, 2006; Serences and Boynton 2007).

Pattern classification methods use sophisticated algorithms
to decode information that is not immediately accessible at the
level of the spatially averaged BOLD signal. An alternative to
this strategy, and one that we have used here, is to design
stimuli in ways that would allow information about individual
features to be readily encoded by the amplitude of the BOLD
signal. To do so, we employed the so-called frequency-tagging
technique (Regan 1989), which has been previously used in
EEG recordings (Andersen et al. 2008; Muller et al. 2006;
Schoenfeld et al. 2007). In this technique, the presentation of
each stimulus feature is modulated in time at a specific tem-
poral frequency so that the evoked response associated with
that feature can be extracted from the strength of the corre-
sponding harmonic response at that frequency. Accordingly,
the response evoked by multiple features can be readily teased
apart by tagging each feature with its own unique frequency.

We implemented this strategy in a stimulus that consisted of
two superimposed transparent surfaces, each comprising a field
of dots with a distinct color-motion conjunction that changed
smoothly with time. The direction of motion of one surface
changed in a clockwise manner, and the direction of motion of
the other surface changed in a counterclockwise manner. Like-
wise, the color of each surface cycled through our color-space
in opposite directions. Frequency tagging was performed by
making both the direction of motion and the color of the dots
in each surface change periodically, and with distinct frequen-
cies. We then measured the amplitude of the BOLD response
at the four frequencies corresponding to the four surface
features. We used this experimental setting to determine the
effect of feature- and object-based attention on BOLD signals
throughout visual cortex. By analyzing the amplitude of the
BOLD response at each of the four designated frequencies, we
found that attention modulated the response to the attended
feature as well as the task-irrelevant feature associated with the
same surface. This effect, which was present in multiple visual
areas including V1, demonstrates that object-based attention

Address for reprint requests and other correspondence: G. M. Boynton,
Dept. of Psychology, Univ. of Washington, Box 351525, Seattle, WA 98195-
1525 (e-mail: gboynton@uw.edu).

J Neurophysiol 110: 2426–2439, 2013.
First published July 24, 2013; doi:10.1152/jn.00828.2012.

2426 0022-3077/13 Copyright © 2013 the American Physiological Society www.jn.org



modulates feature-specific representations across the visual
cortex.

METHODS

Participants. Four men and four women ages 20 to 28 yr gave
written consent to participate in this study in accord with a protocol
approved by the Human Subjects Division at the University of
Washington. Subjects all had normal or corrected-to-normal vision,
and 6 of them were naive to the purpose of the experiment. Subjects
participated in two separate experiments: 1) an fMRI experiment that
consisted of one retinotopic mapping session followed by two 2-h
functional scanning sessions, and 2) a psychophysical experiment that
consisted of two 1-h behavioral sessions. Four of the eight subjects
participated in both experiments. For both fMRI and psychophysical
experiments, subjects completed 1–2 h of training to ensure that they
were familiar with the task.

Stimulus. The stimulus used in both the fMRI and behavioral
experiments consisted of two superimposed fields of dots. Each dot
field consisted of 101 dots per frame (frame rate � 60 Hz) of the same
color that moved coherently in a specific direction at a speed of 6
deg/s. The two dot fields had distinct color-motion conjunction and
appeared as two surfaces moving transparently across one another
(Fig. 1A and Supplemental Movie 1; supplemental material for this
article is available online at the Journal of Neurophysiology website).
To remove a potential depth cue, the depth order of each dot (which
dots occlude the other dots) was randomized. The two fields were
rendered on a black background within an annulus with an inner
diameter of 3° and an outer diameter of 16° of visual angle.

At stimulus onset, the dots associated with one of the dot fields
(hereafter, surface 1) appeared blue and moved leftward within the
annulus. At the same time, the dots of the other dot field (hereafter,
surface 2) appeared red and moved upward. During the presentation
of the stimulus, the color and direction of motion of both dot fields
changed slowly and cyclically.

Color specifications. The color of dots in each surface and at each
time point was determined by a point in the CIE L*a*b* space.
Changes in color with time were governed by slow movements of this
point along a circular path through the CIE L*a*b* space (Fig. 1, B
and C). The CIE L*a*b* space was chosen for its perceptual unifor-
mity to generate a color sequence that changed in chromaticity at a
roughly constant rate. The two surfaces rotated along the same
circular path but in opposite directions and with different temporal
periods (Fig. 1B); surface 1 went from blue to red to green with a
temporal period of 19.20 s (Tc1), and surface 2 went from red to green
to blue with a temporal period of 17.14 s (Tc2). In the fMRI experi-
ment, in which the stimulus was presented for a total of 8 min,
surfaces 1 and 2 made 19 and 28 full rotations, respectively. The
circular path was defined mathematically as follows:

L� � 100

ai
��t� � 42 � cos�2�

t

Tci
� �i � n�

bi
��t� � 42 � sin�2�

t

Tci
� �i � n�

(1)

where i indexes each surface (i � 1 or 2), t represents elapsed time in
seconds, � is a phase parameter that determines the surface’s initial
hue, and n corresponds to the brief dispersions that were added during
a color event (see Color events). The constant 42 (amplitude of a* and
b*) was chosen to keep the colors within the dynamic range of our
projector. After specifying the L*a*b* values, we used standard CIE
XYZ coordinate transformations to compute the corresponding RGB
values to drive the calibrated projector.

To ensure that various colors were perceived as isoluminant, we
adjusted the scaling of the RGB values using the so-called “minimum
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Fig. 1. Description of the stimulus. A: a snapshot of the stimulus consisting of 2
superimposed surfaces, each created from a field of dots confined to an annulus
centered on a white fixation cross at the center of the screen. B shows the 2 surfaces
separately. In surface 1 (left), the dots are bluish and are moving up and to the left
(large white arrow), and in surface 2 (right), the dots are reddish and moving up
and to the right. The color and the direction of motion of the 2 surfaces were
modulated continuously and periodically. For surface 1, the direction of motion
changed in a counterclockwise fashion (small curved white arrow). At a given
point in time, t, the direction of motion of the dots was specified by �1(t), the angle
from the dashed white line. The color of the dots in surface 1 corresponds to the
angle of the black line in the color space (inset). The color progressed clockwise
through the color space as specified by �1(t), the angle from the dashed black line.
For surface 2, the direction of motion (large white arrow) progressed clockwise
(small curved white arrow) and was specified by �2(t). The color progressed
counterclockwise through the color space and was specified by �2(t). C shows the
first 28 s of the cosine of the 4 angles that specified the color and direction of
motion in the stimulus. For surface 1 (left), the temporal periods for the direction
of motion and color were 25 s (Tm1) and 19 s (Tc1), respectively. For surface 2
(right), the temporal periods for the direction of motion and color were 19 s (Tm2)
and 28 s (Tc2), respectively.
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motion procedure” (Anstis and Cavanagh 1983). Subjects viewed a
stimulus that was made of a chromatic test grating superimposed on a
luminance grating. The two gratings were in quadrature phase and
were modulated sinusoidally. The test grating was created from two
phosphors modulating in antiphase with a temporal period of 333 ms
(20 frames) and one phosphor held at a constant intermediate inten-
sity. The luminance grating was made of in-phase space-time modu-
lations of the three phosphors at a Michelson contrast of 0.08. This
stimulus is typically perceived as having clockwise or counterclock-
wise apparent rotational motion unless the two modulating phosphors
in the test grating are isoluminant.

We determined this point of isoluminance by a staircase procedure
in which subject adjusted the ratio of the two test phosphors so as to
null the apparent motion. On each trial, subjects fixated a central spot
and used two buttons to reduce or increase the intensity of one of the
two modulating phosphors of the chromatic grating (test phosphor) by
a fixed amount (step size) to reverse the perceived direction of the
apparent motion. After each reversal, the step size was halved and the
procedure was repeated until the subject reported that they no longer
perceived a clear apparent motion. We quantified this point of isolu-
minance by the ratio of the intensity of the test phosphor to the other
modulating phosphor. To estimate the points of isoluminance across
the whole RGB space, we repeated the staircase procedure for three
different pairs of modulating phosphors (R-G, B-G, and B-R) and
estimated the three corresponding ratios of phosphor intensities (R/G,
B/G, B/R).

To account for changes in isoluminance as a function of eccentric-
ity, we measured RGB scale factors at three concentric nonoverlap-
ping annuli (2.167° width), spanning the spatial extent of our stimulus
(1.5–8° in radius). For each subject, we made three independent
measures of the three ratios (R/G, B/G, B/R) at each of the three
eccentricities (for a total of 27 measurements) and used the corre-
sponding averages as our estimate of the isoluminance ratios. The
RGB scale factors did not change appreciably with eccentricity;
nonetheless, we used the ratios measured for the three eccentricities to
derive a first-order (linear) estimate of the RGB scale factor as a
function of eccentricity, which we used to adjust the color of dots at
different eccentricities. Each dot’s color was further jittered by a small
amount of luminance noise to counteract any small hue-dependent
luminance bias that our isoluminance measurements failed to account
for. The luminance noise consisted of white noise (SD of 5.5 cd/m2,
low-passed filtered by a Gaussian kernel in the frequency domain with
SD of 0.5 cycles/s). Finally, we used the gamma curves for each
phosphor to ensure the color outputs had the desired intensity.

Motion specifications. For each surface, the direction of motion
was specified by the coherent translation of individual dots in a
specific direction between successive monitor frames. The direction of
motion of the two surfaces changed smoothly around the clock with
temporal periods of 25.25 s (Tm1) and 21.82 s (Tm2), corresponding to
22 and 25 full rotations over the 8-min scan. The dynamics of the
direction of motion in the two surfaces can be mathematically formu-
lated as follows:

�i�t� � 2� �
t

Tmi
� �i � n (2)

where � corresponds to the direction of motion in radians, t corre-
sponds to the elapsed time in seconds, i indexes each surface, � is a
phase parameter that determines the surface’s initial motion direction,
and n corresponds to the dispersion added during a motion event (see
Motion events).

The color and direction of motion of the dots were subject to a
number of constraints. We use the terms “birth,” “death,” “age,” and
“lifetime” to refer to the beginning, the end, the number of elapsed
frames since birth, and the duration (in frames) of coherent translation
of a dot, respectively. At stimulus onset (t � 0) each dot was assigned
a random age from 0 to 11. The initial color and motion of each dot

was specified by setting t � 0 (Eqs. 1 and 2). After each monitor
refresh, the age of every dot was incremented by 1. Each dot
maintained its color, its luminance, and its direction of motion for the
duration of its lifetime, which was fixed to 12 frames (200 ms). If a
dot moved outside the annulus during its lifetime, then its position was
wrapped around to the other side of the annulus. The death of each dot
(at an age of 12 frames) led to the birth of a new dot (age � 0) at a
random position within the annulus. The color and direction of motion
of each newly born dot were adjusted based on Eqs. 1 and 2 at the new
time t (12 frames past the previous birth). Because the dots’ ages at
stimulus onset were assigned randomly, at any given moment in time
each surface maintained a small dispersion around its average color
and direction of motion.

Stimulus events. To provide a task for the subjects, each surface
was subject to brief perturbations in color and motion direction, which
we refer to as “color events” and “motion events,” respectively. Each
event type (color and motion) in each of the two surfaces occurred
independently with an average frequency of once per 7 s. Each event
lasted 1 s and was followed by an absolute refractory period of 1 s,
during which events never occurred. After the refractory period, the
probability of a subsequent event was constant (e.g., a flat hazard
rate). The stimulus events, which are described in more detail below,
can be seen in the Supplementary Movie 1 by tracking one surface as
it evolves over the course of the movie.

Color events. A color event was characterized by a transient
increase in the variance of the color in a surface, which lasted a total
of 1 s. To modulate the variance, we added noise to the color of
individual dots that were born during the event. The additional noise
was controlled by a random variable, n, with uniform distribution, that
was added to the phase of a* and b* (Eq. 1). In the absence of a color
event, the value of n was set to 0 (i.e., no additional variance). During
a color event, the upper limit in the range of n increased linearly from
0 to nmax for the first 0.5 s of the event and then decreased linearly
back to 0 for the second half. For each dot, nmax was specified by a
random draw between �2�/3 and 2�/3 radians.

Motion events. Similar to the color event, when assigning a direc-
tion of motion to a dot born during a motion event, a random variable,
n (Eq. 2), was added to the phase of the direction of motion. The value
of n was set to 0 when no motion event was present. During a motion
event, the upper limit in the range of n increased linearly from 0 to
nmax for the first 0.5 s of the event and then decreased linearly back
to 0 for the second half. For each dot, nmax was specified by a random
draw between �2�/3 and 2�/3 radians.

fMRI scanning sequence. The stimulus was identical across scans.
Before a scan, subjects were cued to track one of the four surface
features or to perform a demanding task at fixation. Subjects where
scanned over two separate scanning sessions, held on separate days.
The sequence of tasks (i.e., conditions) in a typical scanning day was
as follows: 1) perform the fixation task, 2) track the motion of surface
1, 3) track the motion of surface 2, 4) repeat the fixation task, 5) track
the motion of surface 2, and 6) track the motion of surface 1. For half
of the subjects, the motion task was performed on day 1 and the color
task on day 2; for the other half, this sequence was reversed.

Behavioral task: fMRI. For each scan, observers were cued to track
a single surface and to detect events within a single feature, either the
motion or color of that surface. We refer to this event as the target
event and to the other three event types as distractor events. For
example, when subjects were instructed to detect events in the color
of surface 1, the color events in surface 1 were the target events and
the motion events in surface 1 as well as both color and motion events
in surface 2 were distractor events. Observers were instructed to press
a response button immediately after detecting a target event, while
ignoring all distractor events.

Behavioral analysis: fMRI. Responses were divided into 1) hits,
2) false alarms, and 3) selection errors (misses were separately
tallied). A response was classified as a hit if the subject pressed the
response button within a 2-s window after the onset of the target
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event. For each scan, the hit rate was computed by dividing the
number of hits by the total number of target events. Target events that
were not followed by a button press were referred to as misses. A
response was classified as a false alarm if no event (target or
distractor) preceded the response within a 2-s window. Finally, a
response was classified as a distractor response if the 2 s preceding the
response contained any distractor event but no target event.

Psychophysics experiment. On each trial subjects were presented
with a 5-s stimulus, similar to the one we used in the fMRI experi-
ment. A random initial color (�1) and motion direction (�1) was
selected for the first surface on every trial. The initial color and motion
direction of the second surface was shifted by 90° in color and motion
space from the first surface; i.e., �2 � �1 � �/2 (Eq. 1), and �2 � �1 �
�/2 (Eq. 2).

There were two single-task conditions and one dual-task condition.
Subjects were cued to track the color, the motion, or both color and
motion within one of the surfaces. At 300 ms poststimulus onset, the
color and/or the motion of one surface was cued. To cue motion, the
speed of the cued surface increased; to cue color, the luminance of
the cued surface increased. In both cases the intensity change was
stepwise over the duration of the cue (300 ms).

Color and motion events occurred with 50% probability within
each feature. The onset of an event occurred randomly, and with equal
probability, between 1 and 4 s from stimulus onset. To prevent
subjects from using a switching strategy in the dual-task condition, on
trials when both a color and motion event occurred within the same
surface, they were constrained to occur simultaneously. Thus, on 25%
of the trials, the motion and color events co-occurred. After stimulus
offset, subjects reported (via the key press) whether or not there was
any target event in the stimulus. The yes/no responses for each task
were mapped to separate keys, one set for each hand. The response
order was counterbalanced across subjects in the dual-task condition.

Subjects performed each condition in blocks of 30 trials. The order
of the blocks was counterbalanced between subjects. Subjects prac-
ticed the task over one or two 1-h sessions. After practice, each
subject ran four blocks of 30 trials for each condition, for a total of
120 trials per condition.

Retinotopic mapping procedure. Retinotopic mapping was ob-
tained in a single 1-h session by using a flickering checkerboard
restricted to a rotating wedge, an expanding annulus, and an alternat-
ing pair of wedges covering the vertical and horizontal meridian
[stimulus flicker 6 Hz, and wedges subtended 40° of polar angle
(Engel et al. 1994; Sereno et al. 1995)]. With this procedure, visual
areas V1, V2v, V2d, V3v, V3d, and hV4 were drawn by hand on the
inflated representation of the cortical surface using BrainVoyager QX
(version 1.9.10; Brain Innovation, Maastricht, The Netherlands). Ven-
tral and dorsal areas were collapsed together for the analysis. Ventral
area hV4 was defined to include an entire hemifield representation
(Wandell et al. 2005). A functional localizer was used during each
experimental session to define motion-selective area MT�.

fMRI data acquisition and analysis. MRI scanning was performed
on a Phillips Achieva 3-Tesla scanner, located at the University of
Washington Magnetic Resonance Research Laboratory, equipped
with an 8-channel head coil. Anatomic T1-weighted images were
acquired at 1 � 1 � 1-mm resolution. Whole brain, 32-transverse
slice functional images were acquired at 3.438 � 3.438 � 3.5-mm
resolution (repetition time, 2,000 ms; echo time, 30 ms; flip angle,
76°; scan resolution, 64 � 64; field of view, 220 mm; slice thickness,
3.5 mm; no gap). No smoothing was applied during preprocessing.

Each scan was motion corrected using BrainVoyager QX. Exper-
imental scans were coregistered to the anatomic retinotopy scans.
When a functional data set was coregistered to a higher-resolution
anatomic data set, the time course of each functional voxel was
assigned to all of the anatomic voxels that fell within the boundaries
of the functional voxel. All redundant time courses that were created
by upsampling were discarded.

Region of interest selection. Localizer scans were run at the
beginning and end of each experimental session. A general linear
model (GLM) was used to find voxels that responded strongly to the
region of visual space corresponding to the extent of the stimulus.
Regressors were created in the GLM by convolving a gamma function
with the boxcar stimulus protocol. The functional localizer consisted
of 20-s blocks of fully coherent moving achromatic dots (randomly
reassigned 1 of 8 possible directions of motion every second, 200-ms
limited lifetime), static dots (redrawn in a random configuration every
second), and a blank screen. All other properties of the localizer were
set to match the experimental configuration, including the dimensions
of the stimulus aperture, dot size, speed, density, etc. We selected
voxels in V1, V2, V3, and hV4 that responded more strongly to the
motion than to the blank condition. We defined MT� as a contiguous
patch of medial temporal cortex that responded more to the motion
condition than the static condition (P � 0.05, Bonferroni corrected for
multiple comparison).

Frequency analysis. Over the course of an 8-min scan, the color of
surfaces 1 and 2 completed 19 and 28 full cycles through color space,
while the motion direction of surfaces 1 and 2 completed 25 and 22
full cycles. We quantified the periodicity of the hemodynamic re-
sponse at the frequencies associated with the color and direction of
motion of the two surfaces from the amplitude of the corresponding
fundamental harmonics in the Fourier spectrum. Hereafter, we will
use the term “harmonic response” to refer to the fundamental (first)
harmonic response. We measured the Fourier spectrum of responses
in different visual areas by applying MATLAB’s fast-Fourier trans-
form to the average time course of the BOLD signal in those areas.
We analyzed the frequency spectrum in different visual areas and
compared the amplitude of the harmonic responses associated with
color and direction of motion of the two surfaces across attention
conditions.

Simulations. To demonstrate our frequency-tagging approach, we
performed a simulation of 200 feature-selective voxels. The purpose
of this simulation was to demonstrate how a stimulus response can be
extracted from the frequency spectrum averaged over a population of
voxels with random feature-tuning profiles. Each voxel consisted of
16 feature-selective channels : 8 direction-selective channels and 8
color-selective channels evenly spaced between 0° and 360°. We
modeled the response of each channel to each cyclically modulated
stimulus feature by a sine wave at the corresponding frequency whose
phase was determined by the channel’s feature preference. Each
channel’s response to the two superimposed surfaces was then mea-
sured as the linear sum of the four sine waves associated with the four
stimulus features (2 directions of motion and 2 colors).

To simulate the random biases in each voxel’s direction and color
tuning (Fig. 2, A and B), each of the underlying 16 channels was
assigned a random weight between 0 and 1, and the voxel’s population
response was computed as the sum of the 16 sine waves, each scaled
by its corresponding weight. To simulate fMRI signal, each voxel’s
population response was convolved with a standard hemodynamic
impulse response function (gamma function: n � 3, � � 1.5, delay �
2 s). Finally, we normalized the time course by subtracting and then
dividing the time course by its mean, and added white noise (0 mean, 0.1
SD) to simulate the BOLD signal (see Fig. 2C). To quantify the harmonic
response across the population of 200 simulated voxels, we performed a
fast-Fourier transformation of each voxel’s time course and then averaged
across the resulting amplitude spectrum (see Fig. 2D).

The effect of feature-based attention was modeled by amplifying
the sinusoid corresponding to the attended feature by a factor of 1.2
while attenuating the sinusoids corresponding to other features by a
factor of 0.83 (see Fig. 2, E and F). The effect of object-based
attention was modeled by amplifying both sinusoids that correspond
to the attended surface by a factor of 1.2 while attenuating the
sinusoids corresponding to the other surface by a factor of 0.83 (see
Fig. 2, G and H). The gain factors were chosen for demonstration
purposes and were not constrained by the data.
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RESULTS

Subjects were scanned while viewing a stimulus consisting
of two superimposed surfaces composed of dot fields with
unique color and motion conjunction (Fig. 1A). The direction
of motion and the color of each surface slowly changed in a

periodic fashion with a unique temporal period for each feature
(Fig. 1, B and C, and Supplementary Movie 1). Before a scan,
subjects were cued to track the motion or color of one of the
two surfaces and performed an ongoing task in which they
were instructed to respond with a button press every time they
detected a target event in the cued surface feature (while
ignoring distractor events). Events were defined as brief dis-
persions in the motion or color coherence (see METHODS, Stim-
ulus events).

Behavioral results during fMRI data acquisition. All six
subjects were able to track the cued surface feature to respond
to target events and ignore distractor events. Table 1 shows the
proportion of button presses following target events (target
response), distractor events (distractor response), and no events
(false alarms) for each subject. The majority of button presses
were associated with a target event (0.91 � 0.04, mean � SD).
There were relatively fewer distractor responses (0.07 � 0.04)
and very few false alarms (0.02 � 0.02). The relative high rate
of target responses suggests that subjects were able to track the
cued surface feature as it progressed through feature space. We
intentionally made the magnitude of the event transients small
to reduce distractor interference. This resulted in a difficult
detection task. Thus, even though most responses were to
targets, subjects missed 44 � 6% of target on average.

The harmonic hemodynamic response. Previous work showed
that individual voxels in different visual areas could exhibit
weak but reliable selectivity for stimulus features, including
color and direction of motion (Brouwer and Heeger 2009;
Kamitani and Tong 2006). Consequently, by changing the
color and direction of motion of the stimulus in a circular
fashion, we should be able to modulate the response of color-
and direction-selective voxels in a periodic fashion. Because
the BOLD signal is sluggish, we used relatively low frequen-
cies (long periods) over which to modulate the stimulus fea-
tures: 25 and 22 cycles/scan (8 min/scan) for the direction of
motion and 19 and 28 cycles/scan for the color of surfaces 1
and 2, respectively. We hypothesized that attention modulates
the gain of feature-selective neurons (Martinez-Trujillo and
Treue 2004), leading to a change in the amplitude of the
corresponding harmonics in the hemodynamic response (Boy-
nton 2005b). We therefore analyzed the frequency spectrum
from the BOLD time course in different visual areas and
compared the amplitude of the harmonic responses associated
with color and direction of motion of the two surfaces across
attention conditions.

To facilitate the presentation of results, we developed no-
menclature to refer to the different attention conditions and

Table 1. Summary of behavioral responses for each subject in
the detection task in the scanner

Subject

1 2 3 4 5 6

Target response 0.86 0.96 0.91 0.90 0.89 0.96
Distractor response 0.13 0.04 0.07 0.09 0.05 0.03
False alarm 0.01 0.00 0.02 0.01 0.06 0.01

The 3 response rates sum to 1.0 and are defined as follows: target response,
proportion of responses following a target event; distractor response, propor-
tion of responses following a distractor event; false alarm, proportion of
responses following no target or distractor event.
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Fig. 2. Simulated harmonic response of 200 hypothetical voxels. A and
B: tuning for the direction of motion and color, respectively, for an example
voxel. C: time course of the functional magnetic resonance imaging (fMRI)
signal for an example voxel in response to the stimulus (Fig. 1). D: average
Fourier amplitude spectrum across the 200 simulated voxels. Error bars
correspond to 1 SE. The spectrum is plotted for a subset of the harmonics
between 10 and 37 cycles/scan that span the 4 stimulus components. Black bars
at 22 and 25 cycles/scan correspond to the amplitude of the motion harmonic
for surface 1 (Am1) and surface 2 (Am2). Gray bars at 19 and 28 cycles/scan
correspond to the amplitude of the color harmonic for surface 1 (Ac1) and
surface 2 (Ac2). E: time course of response for an example voxel subject to the
effect of feature-based attention toward the direction of motion in surface 1
(M1). F: average amplitude spectrum across the population of voxels demon-
strating an enhanced response to M1 (Am1|M1, indicated by asterisk) relative
to the other stimulus frequencies. G: time course of response for an example
voxel subject to the effect of object-based attention when subject attended M1.
H: average spectrum across the voxels showing the effect of object-based
attention enhancing the harmonic responses to both direction of motion and
color of surface 1 (Am1|M1 and Ac1|M1, indicated by asterisks) relative to the
response to the unattended surface.
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different response harmonics: Am1 and Am2 are the amplitudes
of the harmonic responses associated with the motion feature in
surfaces 1 and 2, respectively; Ac1 and Ac2 are the amplitudes
of the harmonic responses associated with the color feature in
surfaces 1 and 2, respectively; M1 and M2 refer to conditions
in which subjects tracked the motion of surfaces 1 and 2,
respectively; and C1 and C2 refer to conditions in which
subjects tracked the color of surfaces 1 and 2, respectively.

To demonstrate the analysis and the competing feature- vs.
object-based predictions, we simulated the response of 200
voxels with random motion and color biases (Fig. 2). To do so,
we modeled each voxel as comprising 16 feature-selective
channels: 8 for motion and 8 for color. Each channel was
assigned a random weight so that the population response
exhibited randomness for both direction of motion (Fig. 2A)
and color (Fig. 2B). We simulated each voxel’s response by the
sum of the responses of the underlying channels plus noise
(Fig. 2C). Averaging the amplitude spectrum across all 200
simulated voxels reveals the harmonic response to each stim-
ulus component (Fig. 2D). The amplitudes labeled Am1 and
Am2, at 22 and 25 cycles/scan, refer to the motion harmonics to
surfaces 1 and 2, respectively, and Ac1 and Ac2, at 28 and 19
cycles/scan, refer to the corresponding color harmonics. The
feature-based hypothesis predicts that attention will modulate
the response to the cued feature. The object-based hypothesis
predicts that attention will modulate the response to the cued
feature and to the other feature of the same surface. We
modeled these two alternatives by appropriate gain changes in
the response of the underlying channels (see METHODS, Simu-
lation). Figure 2, E and F, shows the time course of the
response and the corresponding amplitude spectrum when
feature-based attention was directed to the motion of surface 1
(M1). As expected, feature-based attention enhances the am-
plitude of the motion harmonic in surface 1 (Am1|M1) relative
to the other stimulus components. Figure 2G shows the time
course associated with the effect of object-based attention. In

this case, amplitudes associated with both the motion and color
of surface 1 (Am1|M1 and Ac1|M1) are enhanced.

We used a similar methodology to analyze the data collected
from the scanning sessions. We collapsed the responses across
all voxels within each visual area and then averaged across
subjects to make an overall qualitative assessment of the
effects of attention on harmonic responses (Figs. 3–7). The
between-subjects averaged amplitude spectrum for V1 is
shown in Fig. 3 for each attention condition.

Figure 3A shows the amplitude spectrum when the motion of
surface 1 was tracked (M1). In this condition, Am1|M1 was
weakly enhanced relative to the neighboring noise response,
suggesting that attention to M1 could enhance the response to
the corresponding feature. This qualitative enhancement was
not present for the motion in surface 2 (Am2|M1), suggesting
that our observation is not due to spatial attention or nonspe-
cific enhancement of direction-selective mechanisms in V1.
When subjects tracked the motion of surface 2 (M2), Am2|M2
appears to have been enhanced, rising above the surrounding
noise relative to Am2|M1, and Am1|M2 appears to have been
reduced in amplitude compared with Am1|M1 (Fig. 3B). These
results indicate that, in V1, the effect of feature-based attention
to the direction of motion is surface specific.

When subjects attended the color of either surface, the color
harmonics in V1 (Ac1|C1 and Ac2|C2) do not appear to have
risen above the surrounding noise (Fig. 3, C and D). Surpris-
ingly, however, attention to color of a given surface seems to
have enhanced the responses associated with the motion of that
surface: in the C1 and C2 conditions, respectively, Am1|C1
(Fig. 3C) and Am2|C2 (Fig. 3D) appears to be greater than the
noise harmonics. In fact, the overall pattern of amplitude
responses across the four stimulus frequencies looks similar
regardless of whether the subjects track the motion or color of
a surface (Fig. 3, A vs. C, and B vs. D). These results suggest
that the observed modulations in V1 BOLD responses are
associated with surface-specific attentional selection for the
direction of motion.
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Fig. 3. Average amplitude spectrum of V1
hemodynamic responses under each attention
condition. Each panel shows the amplitude
spectrum of the hemodynamic responses av-
eraged across the 6 subjects. Error bars
show SE of the mean across the 6 subjects.
A: amplitude spectrum when subjects were
cued to track the motion of surface 1 (M1).
The amplitude of the harmonic response as-
sociated with the motion of surface 1 shown
in black (Am1|M1 at 22 cycles/scan) was
higher than the harmonic response associated
with the motion of surface 2 (Am2|M1 at 25
cycles/scan). In this condition, the harmonic
responses to the color, shown in dark gray
(Ac1|M1 at 28 cycles/scan for surface 1 and
Ac2|M1 at 19 cycles/scan for surface 2), are
comparable to the response amplitude at non-
stimulus harmonics (gray). B: same as A for
the condition in which subjects were cued to
track the motion of surface 2 (M2). C and D
show similar measurements for when sub-
jects tracked the color of surfaces 1 (C1) and
2 (C2), respectively.
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A qualitatively similar pattern of responses was observed in
visual areas V2 and V3 (Figs. 4 and 5). Area V4 followed the
same trend but was less reliable than the earlier visual areas
(Fig. 6). Area MT� did not produce a reliable harmonic
response to our stimulus (Fig. 7).

In a separate experiment, we attempted to measure a base-
line response to the stimulus while the subject’s attention was
diverted by a fixation task. Under this attentional condition the
stimulus failed to drive voxels at the stimulus harmonics across
all visual area (data not shown). Attention to the stimulus was
therefore required to drive the harmonic response above the
noise.

Feature-based attention. The qualitative pattern of selective
enhancement of Am1 and Am2 in M1 and M2 conditions,

respectively, corresponds to the effects of feature-based atten-
tion on the motion response (Fig. 3, A and B). We developed a
feature-based attention index (FI) to quantify the magnitude of
the feature-based effect on the motion and color response. The
index measures the relative change in the amplitude of the
harmonic response to a given feature when it is attended vs.
when it is unattended. For example, FIm1 is the normalized
difference between the amplitude of the harmonic response to
the motion of surface 1 (Am1) under two different attention
conditions, M1 and M2.

FIm1 �
Am1�M1 	 Am1�M2

Am1�M1 � Am1�M2
(3)
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Fig. 3.

am
pl

itu
de

track motion of surface  1 (M1) track motion of surface 2 (M2)

track color of surface 1 (C1) track color of surface 2 (C2)

10 19 22 25 28 37 10 19 22 25 28 37

0

0.1

am
pl

itu
de

0

0.1

Ac2 | M1
Am1 | M1

Am2 | M1
Ac1 | M1

A B

C D

Ac2 | C1
Am1 | C1

Am2 | C1
Ac1 | C1

Ac2| M2
Am1 | M2

Am2 | M2
Ac1 | M2

Ac2 | C2
Am1 | C2

Am2 | C2
Ac1 | M2

frequency frequency

Fig. 5. Average amplitude spectrum of V3
hemodynamic responses under each attention
condition. All the details are the same as in
Fig. 3.

2432 OBJECT-BASED ATTENTION

J Neurophysiol • doi:10.1152/jn.00828.2012 • www.jn.org



This formulation of the FI provides a simple metric for
feature attention that ranges between �1 and 1, with 0
corresponding to no attentional effect and 1 and �1 corre-
sponding to strong enhancement and suppression of re-
sponses. Figure 8, A and B, shows the FI for the motion
response (FIm1 and FIm2 for surfaces 1 and 2, respectively)
for each visual area. For both surfaces, the FI was positive
in V1, V2, V3, and V4, but the effect was weak and only
significant in areas V1 and V2 for one of the surfaces
[t(6) � 3.25 for V1 and 2.80 for V2, P � 0.05]. The effect
was weakest in area MT� where direction selectivity is
strong (Tootell et al. 1995; Zeki et al. 1991).

In many cases, FI was not significant but showed a
positive trend. To determine whether the weak positive

trend in FI was reliable, we asked whether a similar trend
was evident in both hemispheres. We first averaged FIm1 and
FIm2 to compute a single index (FImot) for each visual area
(Fig. 8C) and then compared this value between the two
hemispheres for the five visual areas (V1, V2, V3, V4, and
MT�) in the six subjects. This analysis (Fig. 8C, inset)
showed that, across areas and subjects, FImot was signifi-
cantly correlated between the two hemispheres [r(30) �
0.85, P � 0.001], suggesting that the feature-based attention
effect for motion was reliable.

We defined a similar feature index to quantify the effect of
feature-based attention on the color response in each visual
area. Figure 8, D and E, shows the FI for the color of the two
surfaces (FIc1 for surface 1 and FIc2 for surface 2) for each
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visual area. The FI was positive across all visual areas for both
surfaces, but the effect was only significant in V1 for surface
1 and in V4 for surface 2 [t(6) � 2.80 for V1 and 4.88 for V4,
P � 0.05].

We examined whether the effect of feature-based atten-
tion to color was reliable by comparing the FI values
between hemispheres. To do so, we averaged FIc1 and FIc2
to compute a single index (FIcol) that quantified the effect of
feature-based attention for color (Fig. 8F). Overall, there
was a positive effect of feature-based attention on the color
response across visual areas, which reached significance in
areas V1 and V4 [t(6) � 2.36 for V1 and 1.34 for V4, P �
0.05]. We then compared FIcol in the left and right hemi-
spheres across five visual areas (V1, V2, V3, V4, and MT�)
in the six subjects (Fig. 8F, inset) and found that FIcol was

significantly correlated between the two hemispheres
[r(30) � 0.53, P � 0.01], suggesting that the index is reli-
able.

Object-based spread of attention. The selective enhance-
ment of the motion-driven components Am1 and Am2 in condi-
tions where color was attended (C1 and C2) suggests that
attention to the color of each surface enhanced the motion-
related signals of the attended surface (Fig. 3, C and D). To
quantify this spread of attention to the task-irrelevant feature of
a surface, we developed an object-based attention index (OI) to
quantify the magnitude of the object-based effect on both the
motion and color response. The index measures the relative
change in the amplitude of the harmonic response to a given
feature when the other feature of that same surface is attended
versus when the other surface is attended. For example, OIm1
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Fig. 8. Feature-based and object-based atten-
tion indexes across conditions and visual ar-
eas. Each panel shows the value of attention
index averages across the 6 subjects for areas
V1, V2, V3, V4, and MT�. A–F: feature-
based attention indexes quantify the effect of
attention on the amplitude of the motion har-
monics (A–C) and the effect of attention on
the color harmonics (D–F). A–C: feature-
based attention index for the direction of mo-
tion of surface 1 (FIm1), the direction of
motion of surface 2 (FIm1), and the overall
average of the 2 surfaces (FImot). D–F: fea-
ture-based attention index for the color of
surface 1 (FIm1), the color of surface 2 (FIm1),
and the overall average of the 2 surfaces
(FImot). G–L: object-based attention indexes
quantify the effect of attention on the ampli-
tude of the color harmonics (G–I) and the
effect of attention on the motion harmonics
(J–L). G–I: object-based attention index for
the direction of motion of surface 1 (OIm1),
the direction of motion of surface 2 (OIm1),
and the overall average of the 2 surfaces
(OImot). J–L: object-based attention index for
the color of surface 1 (OIm1), the color of
surface 2 (OIm1), and the overall average of
the 2 surfaces (OImot). In each row, the inset
shows the overall average attention index
computed from hemodynamic responses in
the right hemisphere (ordinate) and left hemi-
sphere (abscissa) for each subject and each
visual area. Error bars show SE of the mean
across the 6 subjects. Asterisks denote the
attention index values that are significantly
different from zero (P � 0.05, 1-sample t-
test).
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is the normalized difference between Am1 under two different
attention conditions, C1 and C2.

OIm1 �
Am1�C1 	 Am1�C2

Am1�C1 � Am1�C2
(4)

Like the FI, the OI ranges between �1 and 1. Figure 8, G
and H, shows the OI for the motion response of each surface
(OIm1 and OIm2 for surfaces 1 and 2, respectively) for each
visual area. OIm2 was positive in V1, V2, V3, and V4 for both
surfaces and was significantly greater than zero in V1, V2, and
V3 for surface 2 [t(6) � 3.87, 4.39, and 2.83, respectively,
P � 0.05].

To summarize the effect of object-based attention on the
motion response, we averaged OIm1 and OIm2 together to form
OImot (Fig. 8I). OImot was positive in all five visual areas and
was significant in V1, V2, V3, and V4 [t(6) � 3.43, 4.34, 4.66,
and 2.82, respectively, P � 0.05]. To test the reliability of this
statistic, we compared OImot between hemispheres (Fig. 8I,
inset) across all five visual areas. OImot was significantly
positively correlated between hemispheres [r(30) � 0.54, P �
0.01], suggesting that it is a reliable index.

Finally, we quantified the effect of object-based attention to
the color harmonics under conditions in which the motion of
each surface was cued. For these conditions, we found no
consistent object-based effect; OIc1 and OIc2 were not signif-
icantly different from zero for any of the visual areas we tested.
OIc1 was, on average, negative across visual areas (except V4)
and OIc2 was positive (Fig. 8, J and K). The average effect
(OIcol) across the two surfaces was positive but not significant
(Fig. 8L), although the OIcol values were significantly corre-
lated between the two hemispheres [Fig. 8L, inset; r(30) �
0.58, P � 0.001].

No dual-task cost when tracking two features within a
surface. Our fMRI results suggest that attention spreads to the
uncued surface feature. If attention is deployed to both surface
features regardless of which feature is cued, then the observer
may have equal perceptual access to both surface features. This
hypothesis can be tested by comparing behavioral performance
in a single-task condition, identical to the task in our fMRI
experiment, with behavioral performance a dual-task condition
in which the observer is instructed to monitor both surface
features simultaneously.

We conducted a separate psychophysical experiment outside
the scanner to assess the behavioral consequences of our
observed fMRI results. Subjects performed a yes-no detection
task while viewing short 5-s segments of the same stimulus
used in the fMRI experiment. In the single-task condition,
subjects were either cued to track the motion or the color of one
of the two surfaces. In the dual-task condition, subjects were
cued to track both features within one of the two surfaces (see
METHODS, Psychophysics experiment).

We compared performance between the single- and dual-
task conditions to see whether dividing attention across fea-
tures within a surface would result in a cost in behavioral
performance. As evidenced by the scatter plot in Fig. 9,
performance of individual subjects on the single- and dual-task
conditions was comparable, with no significant difference
across subjects [single-task minus dual-task: t(6) � 0.62, P �
0.56 for motion, and t(6) � 0.20, P � 0.85 for color].

DISCUSSION

Both behavioral and physiological evidence has provided
support for object-based attention. Theories of object-based
attention posit that all features of a behaviorally relevant object
are selected. Behavioral studies support this claim, showing
that attention can be divided across multiple features within an
object without a reduction in performance, whereas selecting
features from different objects is much more difficult (Blaser et
al. 2000; Bonnel and Prinzmetal 1998; Duncan 1984; Ernst et
al. 2012).

In an early neuroimaging study of object-based attention,
O’Craven et al. (1999) presented subjects with either a moving
face superimposed on a stationary house or a moving house
superimposed on a stationary face. They found that when
subjects attended to one attribute of the moving face (either the
identity of the face or the direction of motion), the amplitude of
the BOLD response in both the motion-sensitive area MT�
(MT/MST) and the fusiform face area was enhanced. Simi-
larly, attending attributes of the moving house enhanced re-
sponses in MT/MST as well as the parahippocampal place
area. This finding provides evidence that object-based attention
enhances the response of brain areas representing the various
attributes of a relevant object.

However, region-of-interest-based analyses that rely on an
averaged BOLD signal, like those used by O’Craven et al.
(1999), cannot specify whether object-based attention operates
at the level of functional areas (e.g., area MT/MST) or at the
finer level of feature-selective mechanisms within an area (e.g.,
direction-selective neurons within MT). To overcome this
limitation, several studies have exploited the inhomogeneities
in sensory representations to decode feature-based attentional
modulations from the pattern of hemodynamic responses
(Brouwer and Heeger 2009; Haynes and Rees 2005; Kamitani
and Tong 2005, 2006; Serences and Boynton 2007). For ex-
ample, pattern classification has been used to predict which of
two superimposed surfaces a subject attended (Kamitani and
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Tong 2005). Pattern classification has also been used to clas-
sify object identity in higher visual areas (Grill-Spector and
Sayres 2008; Haxby et al. 2001; O’Toole et al. 2005) and to
decode the effects of selective attention on the representation
of object-based information in extrastriate cortex (Chen et al.
2012). Successful decoding provides evidence that selection of
a feature could bias the pattern of responses across voxels
toward the pattern produced by the attended feature in isolation
(Boynton 2005a). Here, we developed a frequency-tagging
scheme that exploits these biases to assess the correlate of
object-based attention at the level of feature-selective mecha-
nisms within different visual areas.

Frequency tagging with fMRI. Frequency tagging has been
used to study the effect of selective attention in a number of
EEG studies (Andersen et al. 2008; Muller et al. 2006; Schoe-
nfeld et al. 2007; Toffanin et al. 2009). To our knowledge,
frequency tagging has not been used to study the effects of
feature- or object-based attention with fMRI. However, fre-
quency tagging is not new to fMRI; in traditional retinotopic
mapping experiments, the spatial location of the stimulus is
modulated in a circular fashion, both radially and tangentially,
to infer the underlying retinotopic map from the phase of each
voxel’s response at the modulation frequency. The success of
frequency tagging in retinotopic mapping is due to the large-
scale cortical topography of receptive field locations in the
visual cortex. This topography ensures that the profile of a
voxel’s response will oscillate at the frequency with which the
retinal position of the stimulus is modulated.

The novel aspect of our work was to apply frequency
tagging to analyze the responses to the features of color and
direction of motion. We found that BOLD signals contained
harmonic responses associated with the frequencies at which
the color and direction of motion of the two surfaces were
modulated. This finding suggests that some of the voxels
contained an inhomogeneous distribution of feature-selective
responses, for example, a weak preference for a particular color
or direction of motion. The source of these inhomogeneities is
not fully understood, but several possibilities have been pro-
posed. Fine-scale anisotropies in the cortical organization of
feature-selective neurons may give rise to the population re-
sponse biases. Examples of such fine-scale anisotropies include
the orientation-tuning columns and color-selective clusters in
striate cortex (Hubel and Wiesel 1974; Xiao et al. 2007), the
columnar structure of direction-selective neurons in MT (Al-
bright 1984), and the color-selective clusters in extra-striate
cortex (Conway et al. 2007). More recently, response biases at
the voxel-based level were attributed to larger-scale biases in
the topographic organization of the visual responses (Freeman
et al. 2011). In addition, anisotropies in the underlying repre-
sentation of simple features across voxels could result in a
measurable harmonic response across a population of voxels
(Freeman et al. 2011; Mannion et al. 2010; Op De Beeck
2010).

Several constraints must be satisfied to combine frequency
tagging with fMRI measurements. The first constraint is related
to the sluggish nature of the hemodynamic response. Based on
a typical model of the hemodynamic impulse response function
(Boynton et al. 1996), short temporal periods, like those
previously used to incorporate frequency-tagging in EEG re-
cordings (Morgan et al. 1996), would not be extractable from
the BOLD signal. Consequently, because the BOLD signal

cannot capture rapid modulations of the underlying neural
activity, we chose relatively long temporal periods (on the
order of tens of seconds).

A second constraint in our design was our use of circular
feature spaces. To drive harmonic responses to a feature, it is
important to be able to modulate that feature periodically.
Color, direction motion, and orientation are all natural candi-
dates because they can be readily represented and modulated in
a circular fashion. It would be more difficult to use the
frequency-tagging scheme to stimulus features that are not
inherently circular, such as spatial or temporal frequency. We
chose color and direction of motion because they are natural
features of dot fields, which can be easily superimposed.

In addition, frequency tagging implicitly assumes a linear
relationship between the stimulus and the evoked responses.
Evidence suggests that the hemodynamic response is, to a first
approximation, linearly related to the average population re-
sponse over time (Boynton et al. 1996). This assumption
underlies a large body of fMRI research that uses an estimate
of the hemodynamic impulse response function to predict the
BOLD response to a time-varying stimulus based on a general
linear model (Heeger and Ress 2002). However, the assump-
tion of linearity is not without challenge (Logothetis et al.
2001; Maier et al. 2008).

Specific to our stimulus, nonlinearities could also arise from
neural populations tuned for specific color-motion conjunc-
tions (Seymour et al. 2009). For example, if responses to the
modulations of color and direction of motion interact multipli-
catively, the harmonic responses would correspond to frequen-
cies that are either higher or lower than those associated with
the color and direction of motion in our stimulus. Conse-
quently, our frequency analysis was insensitive to the output of
neurons that combine color and motion nonlinearly.

Neural correlates of feature- and object-based attention. We
measured fMRI responses while subjects tracked either the
color or the direction of motion of one of two overlapping
surfaces (dot fields) segregated by their unique conjunctions of
color and motion. We designed the stimulus such that the four
features (2 colors and 2 directions of motion) smoothly tra-
versed a circular path through feature space with four unique
temporal periods. This design enables us to use the correspond-
ing harmonic responses to infer the effects of both feature- and
object-based attention.

We found that the feature- and object-based attention effects
were qualitatively similar (compare Fig. 3, A vs. C, and B vs.
D). For example, Am1 (the amplitude of the harmonic associ-
ated with the motion of surface 1) was modulated in both the
M1 and C1 conditions (Fig. 3, A and C). These results support
the hypothesis that object-based attention modulates the sen-
sory representation of all the features that comprise a task-
relevant surface. Previous fMRI measurements found a corre-
late of object-based attention at the level of average BOLD
signal across visual cortical areas (O’Craven et al. 1999). Our
application of frequency tagging to fMRI data further shows
that the mechanisms of object-based attention might operate at
a finer level of feature-selective mechanisms, as suggested by
electrophysiological measurements in nonhuman primates
(Fallah et al. 2007; Katzner et al. 2009; Roelfsema et al. 1998;
Wannig et al. 2007).

Moreover, our results reveal a correlate of object-based
attention in V1. Although feature-based attention effects have
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been reported in V1 (Saenz et al. 2002), object-based attention
effects have only been reported in extrastriate visual areas,
including MT� (O’Craven et al. 1997; Katzner et al. 2009),
the fusiform face area, and the parahippocampal place area
(O’Craven et al. 1997). Our results extend previous work and
suggest that the feedback signals mediated by object-based
attention can target the representation of feature-specific mech-
anisms throughout the visual cortex, and as early as V1.

The attention indexes we used to quantify the effects of
attention were based on comparing the hemodynamic re-
sponses to a feature under two different attentional states. This
relative measure cannot differentiate between enhancement of
responses to the attended feature and suppression of responses
to the unattended feature (or a combination thereof). Distin-
guishing between these possibilities requires an estimate of the
baseline response to the stimulus. We attempted to measure a
baseline response to our stimulus in a separate fixation scan in
which subjects performed a demanding fixation task to draw
their attention away from either surface. Interestingly, with
attention directed to fixation, the stimulus failed to produce a
reliable response at any of the stimulus harmonics; the ampli-
tude at the stimulus frequencies was indistinguishable from the
surrounding noise frequencies. Therefore, we were unable to
determine the nature of attentional modulations when attention
was oriented toward one of the two surfaces.

Signal-to-noise ratio in our measurement. The average at-
tention index for both the cued feature and the task-irrelevant
feature on the cued surface was positive in all five regions of
interest. However, our effect size was small. Several factors
could have contributed to a weak overall harmonic response.
First, it is thought that the superimposition of competing
features within the receptive field of feature-selective neurons
could reduce sensory-evoked responses (Desimone 1998; Mo-
ran and Desimone 1985; Reynolds et al. 1999). Such suppres-
sive effects are likely to degrade the signal-to-noise ratio
(SNR) of our measurements. A second contributing factor may
be the nonlinearities in feature-selective responses. Our fre-
quency-tagging approach is only able to extract signals that are
driven by a linear combination of responses to individual
features. Therefore, the inherent nonlinearities in sensory rep-
resentations and the potential interactions between the four
features in our stimuli may have further reduced the sensitivity
of our measurements to feature- and object-based attentional
modulations. Third, because of the sluggish nature of the
hemodynamic response, it was necessary to modulate the color
and direction of motion of the two surfaces using relatively
long temporal periods. Such slow modulations could adapt
central feature-selective mechanisms (Boynton and Finney
2003; Liu et al. 2007) and reduce the amplitude to the associ-
ated hemodynamic responses (Grill-Spector and Malach 2001).

The attention index for the motion harmonic was weaker in
area MT� than in earlier visual areas, a surprising result given
that large effects of attention have been previously reported in
area MT� (O’Craven et al. 1997; Saenz et al. 2002; Serences
and Boynton 2007; Tootell et al. 1998). This unexpected result
might be related to a suppressive interaction between the two
surfaces as shown by electrophysiological recordings in the
macaque monkey (Treue et al. 2000), which is consistent with
the weak harmonic responses our stimuli evoked in area MT�
(Fig. 7).

Across visual areas, the attention index was smaller for the
color harmonics than for the motion harmonics. One possibility
is that the distribution of color-selective neurons might be more
homogeneous within a voxel than the distribution of motion-
selective cells, effectively leading to a smaller color harmonic.
Color has been successfully classified in a number of studies
using fMRI (Brouwer and Heeger 2009; Kamitani and Tong
2006; Seymour et al. 2009). We used relatively large voxels
(�3.5 mm isotropic) in our functional scans. The aforemen-
tioned pattern classification studies used 3-, 3-, and 2-mm
isotropic voxels, respectively, in their functional scans. The
volume of our voxels was therefore 1.7–5.9 times larger. This
may have contributed to a more homogenous voxel response to
color, thus reducing our overall SNR.

Another possibility might be related to the constraints of
creating isoluminant stimuli, which limited the range of inten-
sities we were able to use to modulate the red and green
channels (to balance the luminance of the weaker blue chan-
nel). In addition, it is possible that direction of motion is
inherently more effective than color in segregating transparent
surfaces. If so, it is possible that even when subjects were
asked to track the color of a surface, they still implicitly used
the motion cue to improve their ability to segregate the two
surfaces.

Behavioral strategy. We asked subjects to attend one feature
(e.g., color) of one surface and found that attention modulated
responses to the other feature of the same surface (e.g., mo-
tion). Although this result supports our hypothesis of spread of
attention across features of a surface, it is important to ensure
that the spread of attention was not inadvertently motivated by
our task design or the choice of stimulus. To examine such
potential confounding factors, we considered different behav-
ioral strategies that were consistent with the behavioral and
fMRI results.

First, we asked whether subjects could have used a behav-
ioral strategy based on spatial attention to track the cued
feature. Although unlikely, it is conceivable that subjects
tracked the direction of motion indirectly using a spatial
strategy; for example, subjects could have tracked a subset of
dots that moved radially, away from the fixation point (i.e.,
orthogonal to the outer edge of the stimulus). In this strategy,
the locus of attention revolves around the fixation point at the
same stimulus frequency and leads to a harmonic response due
to spatial (not feature) attention. However, this does not seem
to be the case in our experiment because the phase maps
associated with the attentional modulations did not resemble
the phase maps derived from the retinotopy scans.

Second, we asked whether our experimental design inadver-
tently motivated the subjects to switch attention to the noncued
feature, even though it was irrelevant. This also seems unlikely
because subjects did not have to detect any event associated
with the noncued feature. However, it is conceivable that
subjects occasionally found it advantageous to switch attention
to the noncued feature to facilitate tracking the target surface.
This is particularly relevant during the windows of time when
the attended feature in the target and distractor surfaces is
similar (i.e., when the two surfaces “collide” in the feature
space). For example, when motion is the relevant feature,
during periods in which both surfaces move upward, subjects
may find it advantageous to attend the color as a way to
distinguish between the surfaces. We cannot rule out the
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possibility that subjects did occasionally attend the noncued
feature, but this possibility does not seem to explain two
features of our data. First, because such collisions occurred
infrequently, we would expect the effect of attention to the
noncued feature to be significantly weaker than the effect of
attention to the cued feature. In contrast, we found the effect of
attention to the task-irrelevant feature to be large, sometimes
larger than the effect of attention to the cued feature. Second,
this strategy cannot explain the key observation that behavioral
performance was equivalent regardless of whether one or both
features were cued (Fig. 9).

We also considered various other behavioral strategies, but
none could adequately explain our results. We therefore sug-
gest that the modulation of responses to the task-irrelevant
feature corresponds to an automatic spread of attention from
the cued to the noncued feature of the same surface.

Perceptual consequences of object-based attention. Object-
based attention allows subjects to divide attention to multiple
features of an object with no additional cost. Our fMRI exper-
iment showed that attention to one feature of a surface modu-
lated the neural response to that feature as well as to the other
feature of the same surface, but our behavioral paradigm did
not directly test the consequences of divided attention. We
therefore performed an additional psychophysical experiment
to establish a more direct link between our fMRI measurements
and the behavioral effects of object-based attention. Following
previous work (Blaser et al. 2000; Bonnel and Prinzmetal
1998; Duncan 1984), we looked for a dual-task deficit when
attention was divided between surfaces. In the single-task
condition, subjects were required to detect changes in one of
the surface features, and in the dual-task condition, they di-
vided their attention across both features within one of the
surfaces. We found that subjects’ performance was comparable
between the two conditions (Fig. 9), suggesting that capacity is
not limited when attention is divided between features within a
surface. This result is consistent with previous object-based
divided attention experiments (Blaser et al. 2000; Bonnel and
Prinzmetal 1998; Duncan 1984; Ernst et al. 2012). In conjunc-
tion with our fMRI measurements, these results suggest that
the unfettered ability to attend to multiple features of a surface
may be due to the simultaneous enhancement of sensory
responses to the features of that surface early in the visual
processing stream.
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